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Transcript Webinar 5

Adam Henry:
Welcome everyone to Webinar 5 of the series of the project around Australia India Joint Impact Assessment of Critical Technologies peace and force peace and stability. My name is Adam Henry. I'm the chair for today. We've got two great speakers on a very important topic around their critiques of global settings of technology for technology impact assessment affecting peace and stability.

It is a really important topic today as we go through the journey of all the other areas that we've looked at around what is technology and how does it impact certain things? Obviously, technology impact assessment is crucial for understanding and mitigating potential adverse effects of technology advancements on peace and stability as we've seen in recent years and over history. However, applying it in a global context presents very unique challenges, so this is where this webinar is gonna really dive into this and have a look at around the challenges, the complexities around what is global and how do we account for the diverse social and political contexts associated, ethical considerations possibly that arise as well around widespread technological impact and response and adoption as we go through in multispeed adoption of technologies. 

I'd like to first introduce our speakers. Raji and Jurgen, thank you very much.

Raji Rajagopalan:
Thank you, Adam. My thanks also to Greg for the invitation to be part of this conversation. My name is Raji Rajagopalan. I'm a residency fellow at the ASPE, Australian Strategic Policy Institute. I'm relatively new in Canberra, but I'm not entirely new to the India-Australia conversations on tech and security-related issues. But prior to coming to ASPE, I was the director of the Center for Security Strategy and Technology at the Observer Research Foundation, a public policy think tank based in Delhi. I also work with the government for a bit but let me again keep the introduction fairly short. Like Adam said, I think this is an important aspect of the technology impact and governance conversation but it's not often that we talk about this topic. 

We don't focus as much on this particular element, though lately I would say maybe over the last decade or so, there have been certain compulsions that have pushed for a more impactful conversations in order to arrive at a more nuanced assessment and governance debate in a sense. India and Australia are, of course, two key Indo-Pacific players who are significantly impacted by technological advancements across a number of tech domains, whether it is cybersecurity, space, defence, AI and so forth, but developing effective strategy in managing their development, deployment and use has been far more complicated for a variety of reasons. Some of the key questions that come up in this regard are how rational and coherent or even effective are the policy settings and discourses for managing critical technologies on the international stage where peace and stability as well as national security are questions are involved. 

I have been part of some of the outer space governance debates in the past decade, decade plus actually including being part of the UN group of governmental experts on prevention of arms race in outer space powers. And when I look at some of those debates and discussions, I have to ask how rational the space governance discourse has been. And I see several different issues. I'll try to go over a few issues and try to give examples from both space context, but also some of the other contexts that I've played out in both for India, Australia, and for the broader Indo-Pacific region in a sense. Managing critical technology is an issue of global governance. It is a big issue, a big challenge, especially in the current international circumstances. Challenges are increasing rapidly because of the spread of technology, which is a good thing, but our capacity to govern it has been dwindling for a while now. Existing arrangements even for older technologies are usually old and beginning
to show its age, they're beginning to creak. 

Developing new ones is important but it's also been extremely difficult, facing many different challenges. So some of the points I want to go over are one, the first point that I want to talk about is that one size fits all approach doesn't work. There are regional specificities that need to be considered if one has to make some progress. But most of the global arrangements that are being conceived in terms of technology impact assessments are developed with one size fits all perspective, but there are very specific regional and local conditions that continue to condition the approach of states, in this case, India and Australia, in how they look at the impact of technologies in the context of peace and stability.

For India, its strategic considerations will be conditioned by its security concerns coming from China and Pakistan, and of course, the manner in which India's perceptions of what role technology will play in its economic and social well-being, in addition to India's goal being to emerge as a technology powerhouse. Again, I would underline that these are goals. Realizing those goals, it's a different story altogether. Australia has possibly a different mindset, possibly driving its approach to technology governance considering that it's already it's already advanced technological base and the security environment and the strategic conditions in its neighborhood if I would if I had to look at some of the examples for instance in the context of space for instance if I look at the case of space security issues for instance India is possibly very of signing on to an agreement on even an ASAT anti-satellite test ban because you have China that refuses to be party to any such restrictive efforts. And so India's logic is why should I sign on to something, bind my options when whereas China continues to, China in our own backyard continues to develop anti-satellite capabilities as well as other counter space capabilities in an unbridled manner. So I think this is a security local, very specific threat perception and security conditions that need to be considered when India, for instance, takes an approach and how it assesses the impact of technology, how it is going to be governed and so on and so forth.

For Australia, I think in terms of space security issues, it's been much more forthcoming on global efforts driven by rather a global approach to addressing threats from ASADs than India in a sense. So Australia has tended to have a much larger global approach to space security issues because it doesn't immediately face a sort of a direct threat from anti -satellite capabilities and such kinds of weapons. Although again my caveat here is that space is truly global commons So it affects every state, every party that engages in any kind of activity, it is going to have an impact. But even so, Australia has tended to have a much broader global approach to addressing these threats from anti -satellite capabilities or counter space capabilities than India, which is immediately conditioned by immediate security threat perceptions coming from China and Pakistan for instance. A second set of issues is in terms of mismatch in priorities. Again this comes down to the whole question of what role does a state see for technology? Is it primarily economic driven or is it a security driven imperative that is pushing countries to develop a particular technology? Because this can have a direct impact on the kind of choices countries make. For example, in the case of 5G telecom technology, big countries like Indonesia. Even big countries like Indonesia decided to go along with the highway for its 5G rollout, which was an economic choice entirely, completely ignoring the security implications. Imagine essentially handing over to China all of your network security, but that was a decision that Indonesia made on the basis of pure economic calculation, the issue of affordability at the cost of security and national sovereignty over information networks and so on. India may have gone down this path if the Galwan conflict at the border between India and China had not happened.

Again, I cannot say with absolute certainty because there were some murmurs about whether they should be permitted in India's 5G telecom bid even before the Galwan conflict happened, but it could have decided to go with Huawei considering the affordability question that is so important for many developing countries. 

So for developing countries, the key drivers will continue to be economic benefits, affordability, technology growth potential, raising local talent, technology and the technology base and may not come to fully appreciate the importance of security risk that will impact on the peace and stability dynamics. I think this is something that we need to keep in mind when you look at the impact of technology assessment and how different countries think about them. Whereas for many advanced nations including Australia, security has been the primary driver for its decision when it comes to making a decision on telecom providers or such other high-end technologies and so on and so forth. Next, another point is about the unevenness in terms of technological levels and which also corresponds to the ability for technology absorption and technology adoption levels again vary depending on the level of technological maturity and sophistication and that will determine the level of absorption capacity for certain technologies.

But here I would generally believe that it is difficult to come up with one governance model for a number of different technologies because each would need different levels of technological base, maturity and so on and so forth. And again, these are important considerations because the technology, maturity and the skill set available, all of these are going to be influencing the approach state -stake on technology governance issues, assessment, and so on and so forth. So if your technology base is relatively weak, you will argue against weaponization of technology, for instance, because you don't have the means to protect against such weaponization trends, in a sense. Also, if your technological base is week, you will argue for technology sharing, technology benefits, benefit sharing as important conditions when you look at the impact of technology, but particularly in the context of when you're developing new global governance measures and so on and so forth. And again, I can relate to some of the space related examples in the case of India, for instance, India was one of the biggest and sharpest voices against space militarization, space weaponization, anti-satellite program, anti -satellite test of the US and the USSR in the 70s and 80s. And India never thought it was going to go down the path. But I think India's position of coming from a sovereignty and morality angle was also driven by some consideration that it does not really have the capacity to deal with an ASAT test, ASAT weaponization as well as military space program that both the US and the USSR were pursuing at that point of time.

So the easiest and the simplest way of handling that when it came to global governance debates was to say that you cannot, Weaponization of space is not good. So arguing and making very strong cases within multilateral platforms, within the CD conference on disarmament Geneva, which is a UN body where some of these discussions. So I think, states will take positions based on their technological maturity, technological base that they enjoy and so on and so forth. Next couple of points, one is on the lack of indigenous technological capabilities and the vulnerability from foreign dependence, for instance. And I think this is an enormous issue for countries like India that have been on the other side of Cold War politics, historically speaking, of course. And therefore the constant feeling of vulnerability because it has to depend on new partners, foreign partners who have some of the most advanced technologies today. And the history of sanctions, experience of having lived through technology denial regime, global export control regime, I think these are aspects that continue to sort of influence the debates and decisions on global governance for a number of countries like India. Today, India is of course friends and great partners and has partners with a number of countries with whom the relations weren't particularly great for several decades on account of the fact that India had a non -alignment policy during the entire Cold War time and was not in the US camp. But and therefore, and the kind of experience or the history with the sanctions and technology regimes has conditioned the Indian scientific establishment to sort of nurture a certain amount of suspicion, variness of the best, once again, affecting the position, kind of position, that India would take on global governance measures. This also explains why the developing world generally has a preference for legally binding measures because it feels like if certain countries cheat on their commitments and even when they have signed on to, they have something to fall back on. There are legal options for these countries to fall back. So I think there are, these are some of the things slightly more nuanced, but these historical experiences continue to kind of, continue to guide each of these countries' perspectives, especially for developing world, the world, global South countries.

I think this is something that is, And I've seen this kind of play out. For instance, in the late 80s, early 90s India was trying to get the cryogenic engine from the initially we were trying to get India was trying to get it from India from France. But it was also kind of expensive. The US jumped in again; it was an expensive proposition. Finally, it decided to go with the Soviet Union at that point of time to get the cryogenic engine deal done. But the minute the US saw that it was not buying the US option and was going with the Soviets, the US played a little naughty game, essentially, and brought in the MTCR commitments on calling on the Soviets to respect their MTCR commitments and therefore not to part with the advanced cryogenic engine to India. And I think this is something that the space establishment, the scientific establishment has not forgotten even today when you talk about some of the space. So the Indian Space Research Organization, this is one of the primary bodies that make a lot of decisions when it comes to some of these issues, global governance or partnerships and so on and so forth. They continue to harbour these kinds of incidents from the past, experiences from the past. So I think this is something that we need to think about and so we need to keep in mind. But in the more contemporary context, technology supply chain disruptions are even a bigger concern. Disruptions possibly due to one's continued reliance on geopolitical rivals. Again, this is something that we have seen particularly playing out in the last five years or so, maybe due to trade disputes, political and sovereignty disputes, and a whole range of issues. Again, just to give you an example, India, for instance, India, Apple came to India to set up the manufacturing of the latest iPhones in India. But the fact that you still had many components coming from China, and that is a vulnerability that India would like to avoid but again that's not happened yet.

So there are these kinds of vulnerabilities, dependencies on foreign players and so not having those indigenous capabilities is something that again will condition countries how they approach technology assessment and technology governance debates in a sense. Next is the lack of coordination and established cooperative pathways between partners. So even global governance debates on any technology, of course, has been stuck because of the worsening geopolitical trends, despite a certain amount of high-level political messaging in terms of collaboration on rules of the road for a certain technology, development, use, deployment. It has not translated to a more coordinated position in multilateral platforms, which could be a lot more effective if there were a group of countries that came together in a coordinated fashion and took a coordinated position and so on and so forth. But that is not really happening. Quad is a good example in this regard. Despite the political attention from leadership levels, it has not rectified into concrete pathways. But again, I'm not trying to suggest that the Quad has not made progress. It has come a long way. And given that we are all we are all democracies at least shades of democracies in a sense at the end of the day slows down the pace but I think this coordinated positioning among important partners I think that's something that is really required in order to bring about effective governance measures that would bring about certain restraint in the behavior of your adversaries and kind of about the last but point, the divergence and growing gaps in terms of threats and risk. Again, there are geopolitically driven factions and the inability to find common ground or at least a common denominator option in order to reduce vulnerabilities, again finding a sort of a mismatch between various factions geopolitically speaking, I think that continues to be a problem.

For countries like India and Australia, technology -driven threats primarily come from China and because Beijing's disruptive uses of even defensive technology, but this may not be an assessment that is shared by a wider international community, even if there is a significant number of countries who see the need to bring about certain restraint in China's disruptive activities. So that mismatch between some of the Minilateral Groupings such as the Quad and Multilateral Groupings may be an issue that one needs to consider in order to make progress in tech global governance. Again, I would not suggest that, again, this is not a suggestion that Minilateral Groupings are not effective, but you need a series of Minilateral Partnerships that would sort of begin to sort of have an integrated approach in terms of what is that we are trying to do. So in fact, the UN Office of Disarmament Affairs sometime a year or two ago talked about network minilateralism as a path to go about in a sense. So you create because there are issues about the effectiveness of multilateral processes, multilateral institutions. So in a sense, can you look at minilateralism as a path forward at least for the time being and if you can create a network, a web of partnerships, but all of which begin to slowly have the same logic, same idea driving them in a sense and that should be a work in progress and something we need to look at.

Very final point, the need for issues in consideration, is the point about inclusivity. Because even the perception of the lack of an inclusive approach or an inclusive platform while developing a global governance measure or even undertaking massive major assessments and so on and so forth can actually stall some good efforts. There are examples in the past, for the past decade or 15 years, when the, for instance, the EU international code of conduct for our space activities was a great effort, but when the EU took it to the larger global community, the majority of states, their response was, the EU cannot decide what is good for the rest of the world, that they should have actually been, all the countries major powers should have been major space, at least the major space powers should have been consulted as part of the developing process. So I think inclusivity and even the perception of the lack of an inclusive approach can derail some of the really good efforts that we make. So I think this is something that we need to keep in mind again, but let me stop here and I'll be happy to hear any thoughts and questions. 

Adam Henry:
Thank you so much, Raji. A lot to think about. Some things that stood out for me were the historical biases that still impact critical technologies today, where technology is moving so fast. But there are these biases that are, you know, 50, 60 years old, in some ways, embedded, and it could even be longer, depending on cultural, you know, definitions and things like that. Very much an interesting space around that or comment around that and then into the space comment it's that both on the ground or on earth as it were and also in space there's a lot of areas where we're at risk like as you mentioned with the anti-satellite work from China. So I know the red recently around the submarine that they have with the submarine cables. So they're researching people and your use around that. So very, very interesting points around that. One comment before we get into your again and thank you very much.


But they say the technology research innovation and development seems to be driven by the private sector. So what should come first, policy, legal and institutional frameworks to reduce before it is done or after other technical research, innovation and development has taken place. And I think that's a really good point because can you actually have the policy legal and institutional frameworks before we actually know what's going on? And all of these technologies are Pandora's box and we don't know how they're going to be used or implemented in one way or another. So I'll open it to you first, Raji. And then we'll go into Jürgen.

Raji Rajagopalan:
Thanks Adam. And no, this is a great question. What comes first in a sense on how do you go about it? And I think in my experience of looking at some of the critical and emerging technologies over the past decade and how generally the debates have been until such time countries have reached certain maturity in terms, certain amount of sophistication in terms of the technology that they are confident about China is not for instance just to give you an example China is not going to get on board till that till such time that they are certain about the maturity and what they can what it can actually what all what all different aspects it can be put to use in a sense and so it's the case for other countries I don't want to entirely single out but China has been particularly taken that particular view but at the same time given the growing of a disruptive ways of using some of the emerging technologies. They all are very, very, the dual -use, dual -purpose nature of these technologies cannot be avoided. And therefore, at least we need to start thinking about what might be the best ways of doing things. Sometimes it is, sometimes the very commonsensical approach that we need to adopt. But I think it's, at least we need to start talking to each other on this conversation, you may not reach a place today or one year from now or two years from now in terms of having actual global instrument, but at least if you are beginning to have those conversations and if major powers are able to get a sense of how understanding each other's perspectives, I think that itself is a, because some of the global governance measures when you look at it over the last couple of years, the last few years, there have not been any successful outcome despite whether it is open-ended working group or the UN group of governmental experts and so on and so forth. But at the same time, they were useful to the point where at least you could hear each other's, understand each other's perspectives on where you are coming from. How do you define a weaponization of a particular technology? How are you looking at the difference in use of certain technologies? So at least understanding better perspective because it is lack of information sometimes that is leading to all of this suspicion and wariness and sort of a dilemma and a security dilemma. So I think to that extent it is useful to have this conversation, even if you are not able to come up with an appropriate legal regulatory framework today. So I think that the first step is to have these conversations and I believe with many technologies, we haven't even become those technologies, conversations.

Adam Henry:
No I agree as well, thank you very much. So I'd like to welcome Dr. Jürgen Altmann. Thank you for your time.

Dr. Jürgen Altmann:
I'd like to share the screen, if possible.

Adam Henry:
And while we're just waiting on that, another great question to think about as we're moving forward. So with AI, there are several possible risks of technologies and their impact on global security. What is or are the best approaches to coming up with risk management and legal frameworks in such a situation? So we'll touch on that at the end of the session. We're looking forward to this presentation coming up, but another food for thought, especially AI and the rapid development of AI and different nations, using it for different purposes. And as Raji mentioned around the different speeds of adoption or utilization of these technologies, of nations, it is definitely becoming more and more apparent. And as we live in an environment where South America, Asia, Africa are starting to adopt the internet more and more, how does that come into play around AI and these technologies? As currently we have approximately 5.6 billion people on the internet, most on mobile devices, and then moving into an increase of basically saturation over the next 10 years, 15 years of the entire population of the globe, saturated into technologies.

Dr. Jürgen Altmann:
I'm Jürgen Altmann. I'm a physicist and peace researcher, and since about 35 years, I have professionally done research in military technology assessment and preventive arms control. Some of this I mentioned in my presentation, I have covered with a kind of physics and technological-based approach several areas of potential new military technologies. One big thing was military uses of nanotechnology, potential military uses of nanotechnology. Another area has been non-lethal weapons and the recent 15 or so years I've cared about uninhabited or uncrewed armed vehicles and finally on autonomous weapons systems, which of course is a big discussion in the UN context. Maybe that's sufficient for the moment. I'm retired, but still have a teaching contract with the university. It's at TU Dortmund University in Germany. 

Okay, let me just already start. I have organized my presentation in a somewhat more general way. I want to talk about fundamental issues of military technology assessment. As a first remark, I find it interesting that the recent book on technology assessment in a globalized world facing the challenges of transnational technology government of 2023. So it is about global, but does not discuss military technology at all. I find that remarkable and there are some colleagues in TIA who even think that TIA is not about military technology but of course it was started the other way around. So with that in view, I think that it is good that your project, the Australia-India TIA project, focuses on peace and stability. And in the next 15 minutes, I'll discuss these five subjects. One is the general subject and goal of military technology assessment, then the international regulation of that. Then, a look at preventive arms control and finally, an example of autonomous weapons systems. And I'd like to pose a few questions to your project. 

For the subject of military technology assessment, it is, as everybody would assume, to assess new military technologies or new military systems. And there are two potential goals. One is to improve one's own combat strength and analyze potential future threats from new enemy technologies or systems. So here, the focus is on the combat strength of one's own armed forces. The second goal could be to analyze the consequences of potential deployment of new technologies or systems by armed forces of oneself and of potential enemies or worldwide with a view to prevent that war gets more probable and or has worse consequences should it occur. So here the focus is not on national military strength but on national security as it is to be embedded in international security. There is an important role model, I think for the second rather than the first, has been the Office of Technology in the US of the US Congress, how it was closed down in 1996 so they had an international security and commerce program and also the German Office of Technology Assessment that is much smaller but has been modeled in a sense after the US OTA has done a few projects in military technology assessment and I for one have been involved in nearly all of those. 

I think we need to be aware that military uses of technology are quite different from civilian uses of technology. Let's look at the civilian realm first. Civilian technology occurs mostly within states, but can also be regulated in international coordination. If there is something dangerous, such as cars, explosive lasers, et cetera, rules are being decided. So in order to prevent or at least minimize misuse, there are laws and other regulations. There is a monopoly of legitimate violence with the state. The state has the power and the means and personnel to enforce compliance with such rules, and perpetrators are being prosecuted, brought to court, put into jail, et cetera. Here, the state has far-reaching inspection rights for issues such as worker protection, environment protection, accounting, export. So these inspection rights are routine procedures or are being done as spot checks or in case of a suspicion of a violation of state rules. All these mechanisms are broadly accepted. We understand that the safety and the security of citizens and society require rules checking of compliance and criminal prosecution. 

So now quite different in the military use of new technology. There is an international system where no overarching authority guarantees the security of states and is legitimized to set rules for military uses of technology. So in order to have security, states maintain their own armed forces and prepare for armed conflict. So if there is a potential for new kinds of either selective or massive destruction, The motive is to make these usable as fast as possible and for this there is systematic research of new possibilities and if they turn out suitable to develop new military systems. All this is protected and ordered by the state with its resources and personnel. It's justified by highest national interest because the task of armed forces is in armed conflict prevailed by selective or massive destruction, and these days, or maybe since 150 or so years ago, essential means of prevailing in war is new technology. So with this special task of armed forces, they already have a tendency towards transcending civil boundaries and secrecy, But in bread they have the potential for injuring and killing and destruction. So now here we are in a conceptually different framework for technology assessment and the ensuing regulation. It needs to be in international agreements. States need to enter voluntarily. And the combat power of their own armed This is an important consideration and finally we do have military secrecy as an obstacle. Next section is about preventive arms control. This is about a ban or the limitation of militarily usable technology or weapon systems before they are being acquired. 

The limitations to be applied at several stages, in principle also at research, but that's difficult, but at development, testing, acquisition, and use. It's not that unusual in international arms control regulations. There are quite a few precedents where agreements and treaties contain preventive elements. I'm not going through all these treaties, but you can ask me later. So let's take just the biological and chemical weapons convention. They do explicitly prohibit not only use, not only acquisition or having such weapons, but also development and testing. Preventive arms control proceeds in several steps. The first is that in science, One does a prospective analysis of technical properties of new military technologies and of the potential military uses. One assesses them under certain criteria, I'll show them on the next view graph. Then one devises possible limits and verification methods and finally, hopefully, states meet and sit down and negotiate, taking in the proposals that have come from science. This has happened with the precedents that I just mentioned. It doesn't happen that often with the new technologies that we are discussing about, such as autonomous weapon systems, military AI, et cetera, et cetera, and even outer space has been mentioned as a problem, where there has been many proposals for regulation, but states have not really come to an end of weaponization. Now to the criteria. 

There has been a systematic thinking about criteria for preventive arms control in German research already 20 or 30 years ago. So they come in several groups. First is the adherence to and the development of effective arms control, disarmament, and international law. Second group has to do with maintaining and improving military stability between potential enemies. And the third group has to do with the protection of humans, environment, and society already in peacetime. In order to make that more understandable, the next is with the example of autonomous weapon systems. So if we look at the first group and look at the first criteria there, that's about arms control. Even already uncrewed armed vehicles, which are not autonomous, but all the more autonomous weapon systems touch on certain existing limitation treaties. So, for instance, the treaty on conventional armed forces is no longer in function. Unfortunately, it has certain definitions. What is a combat tank, a battle tank, what is a combat aircraft, etc. And it's not explicitly in there that these systems need to have a crew on board. So, I would argue, yes, the definition doesn't contain the crew, so includes types of these systems are also covered, but there could be arguing there could be arguing that no, these are new and they have not been thought about when designing the treaty. So there is a potential problem here for existing arms control. If you look at the next criterion in this group, international humanitarian law, It is fairly obvious that autonomous weapon systems where the computer selects targets and attacks them more or less on its own will not be able to think and consider the situation at the same level as an experienced human commander. So there is a danger of violating fundamental rules of humanitarian law such as discrimination between combatants and noncombatants or applying the proportionality rule when attacking a military target and civilian objects or people are in the vicinity. And finally, a third criterion in this group concerning possibilities for using or transporting weapons of mass destruction.

Yes, of course, autonomous weapons systems could carry them, so there's a potential issue here. Coming to the second criteria group, if one thinks about destabilization, for instance, if one conceives of the crisis between a hard crisis, not yet war, and opposing fleets of autonomous weapons systems circling around each other, eagerly observing each other. And if a certain mistake occurs, a misperception of an attack, having occurred already, one can quickly glide into such a flash war that both sides would normally not intend to enter in the first place. Technique is about arms race. It's fairly clear from looking at remotely controlled arm drones at the moment, the arms race that we see there for about 20 years, that the same arms race would occur if one big country would start with actually deploying systematically autonomous weapon systems. And finally proliferation, same here. It's important if autonomous weapons systems are being perceived as the coming new trend in military weapons, they will proliferate horizontally and vertically. Finally, the peacetime criteria, as there is no specific impact visible of autonomous weapons systems on humans and the environment. It might come about from some more toxic fuel, whatever, but this is not visible here, connected to the issue of autonomous targeting.

However, society and political systems might be endangered if autonomous weapons would be available to terrorists and used by them, and also if one thinks of internal security forces that would use autonomous weapons to fight and riot or fight against democratic protests and dictatorships. And finally, societal infrastructure might be endangered by the same token if they are used by terrorists. So my conclusion on doing, going through these criterias in a more systematic and arguing fashion, of course, is that there are quite a few clear dangers from the autonomous weapons system. So it would be best to have an international prohibition of such, and there have been discussions in the United Nations in Geneva since 2014. However, not yet arriving at a positive result, unfortunately. So finally, I'd like to pose some questions to your project.

If one thinks about military technology assessment and preventive arms control, is there something to be discussed between Australia and India? I mean between the government. Of course, the science side is already doing it. How about between Australia and China, India and China and India and Pakistan? And what would be good technology areas for starting such research which might then have some impact on the respective governments. Thank you for your attention. 

Adam Henry:
Thank you so much for that. Really, really great. An interesting point around and we'll get to the questions in a moment just a reflection on what you're saying around military applications and drones and going back to Raji's comments as well around multi-speed use of technologies, drones is probably a new one where you can have a person who has a drone and can make a bomb from Google to large autonomous military swarms in either the ocean or the air or perhaps space, but we haven't really seen it in space. It's a really interesting area where the technology is available to anyone in some context, which is in some way, it's new in some ways and then quite scary, where you can have very basic terrorist organizations or an individual who can create a bomb and launch it into a certain area or you have military aspects associated any any thoughts on that type of a patient and we'll get back to your questions.

Greg Austin:
Well, Raji and Jürgen, thank you for two excellent presentations. I won't hold everybody up in a sense by deliberating on some of the more subtle connections between the two. I think both presentations are absolutely first class, and they set us up for the second phase of our project, looking at the mechanics, modalities and likelihood of good joint technology assessment by Australia and India for peace and stability, touching on some of the arms control issues and for Raji, some of the historical issues of India's involvement in international regimes or arms control or non-involvement, they're absolutely brilliant. So thank you very much. Apologize for the slight technical glitch, but a great start. So thank you very much. Thanks, Adam. 

Adam Henry:
Thank you. Any thoughts from any of the panelists or attendees around the questions posed from Jürgen? and then we'll get into the questions on the chat as well So I'll open up the panel for the panelists.

Raji Rajagopalan:
Great points that both of you have raised Greg and Adam. I think the human element, even when you have advanced technologies coming up, whether it is in terms of the use of drones, use of AI technologies and other kinds of things. And when you think about the security sort of peace and stability, peace and security component, I think one of the things that we need to agree upon and kind of underline and emphasize is not to lose the human element in the whole loop, in a sense, you can't let the machine, especially when it comes to some of the critical functions that you want to look. I think this has been part of the kind of conversations, at least in the U.S. channel context, in a very limited fashion. There is, I think there has been back and forth on this. I don't think I see a very clear one way or the other answer about it but I think there has been some agreement that the human element will always be maintained especially when it comes to nuclear command and control, AI can come into play in other ways when you talk about nuclear weapons. But I think the human element is the same for other weapon systems as well and how you would do that but I think at the end of the day, these are all political conflicts. You can bring in any number of technology regulations on all of that stuff. Unless there is political will at the highest level in every country, you are going to continue to face more and different challenges, manifestations of different challenges, but it's the same problem. Political will, I think, is key. And if you don't have the political will, your ability to develop rules, the ability to develop some sort of an agreement, some sort of a consensus involving all the major players in terms of developing a shared agreement, all of that is going to be a serious problem. So you can use technology, you see manifestations, but it is at the end of the day the political will political issue is the biggest challenge to work with. 

Adam Henry:
Yeah, thank you very much. Really good points. 

Participant 1:
A couple of questions, please. I am a great believer in the law of, if it exists, it’s possible.So i’d like to ask a very general question to either of our presenters and a particular question perhaps to Jürgen. The general question is: where is the best practice such as it is in this field anywhere, that is, either national or binational or multinational, have we made progress in TIA for these purposes? And if so, where is it so that we can make improvements in small steps perhaps by emulating whatever the best practice is and then improving it? Question one. 

Question two for Jürgen. Again, if it existed it is possible, something like landmines are an autonomous weapon system. Have we developed something that at least improves upon how we as humans are able to treat the use and operation of an autonomous weapon system that's been in place for a very long while, like landmines? What do we do about that? And have we had anything even akin to a technological impact assessment in that process? 

Dr. Jürgen Altmann:
Do we have best practice at the moment? Well, it depends on the insight of the respective partners in regulations that it is in their own best interest. And here comes a part of the political problem that Raji also already mentioned, And the political will is not a fixed thing, but it can change over time. And scientific arguments can have their role, as we had in the Cold War. So, for instance, there were the Pugwash conferences on science and world affairs, who proposed all kinds of nuclear regulation treaties, and all the nuclear ones that we have prevented or not. They were already preconceived at Pugwash conferences and they had connections into the government circles and then governments after a while understood, yes, it's better to put some limits here. 

However, it needed, for instance, the Cuban missile crisis, which was very short of actual nuclear war starting that brought insight on both sides. And in that case, the Soviet Union and the US, that something needs to be done about the nuclear threat. And then over the decades, this insight grew and led to so many arms control treaties. The best one that I liked was the one on disarmament of all intermediate range nuclear missiles worldwide between those two countries in the intermediate range nuclear forces treaty of 1987, which however is also no longer enforced. So arms control is not very fashionable at the moment to be to say it cautiously. We have a geopolitical trend that goes down and The last remaining Nuclear Control Treaty, the New START Treaty, is expiring next February and there's not a good outlook for any kind of successor. So that's the first response in general and then on landmines and autonomous weapons systems. I think here mostly the technology assessment exists. So you can go to scientific publications and all kinds of proposals and here it's rather the political will of some militarily important countries that just want autonomous capabilities for their fighting and as you see just now some countries are even stepping out of the anti-personnel landmine prohibition convention because they find them necessary in a certain ongoing armed conflict. So in a short way, the attitude towards international regulation of new military technologies changes with the respective situation and armed conflict. It's very difficult. And some insight has to grow again. And I think science, and in particular also technology assessment can play a big role in convincing political leadership that it's in their best long-term interest to enter such regulation.

Adam Henry:
Excellent. Thank you. Raji, any thoughts? And then we'll move on.

Raji Rajagopalan:
Yeah. I'll do a quick response to it. I think in terms of the best practices, I think it's a -- again, I'm going to look back some of the existing technologies in the for instance the case of space they have been space has had several different legal measures outer space treaty of 1967 being the most foundational one but you also have had several subsidiary agreements and till about even like two decades ago this where by and large in the states did comply with it those those who are party to it, signatories to these, these agreements did, did comply with them. But increasingly today, again, driven by geopolitical competition and the, and the desire to have a one-upmanship by various states, states do not provide fuller details. Just to give an example, again, this registration convention, which is one of the subsidiary agreements that the states have signed, a large number of states have signed, states used to give a lot all the information about a particular launch to UN office about space affairs but last several years more than a decade now some of the states do not provide adequate information, not full information, so my point is that even if states begin to do a complete compliance of the existing agreements that they are actually party to, I think that self is a good practice that we need to we need to bring back because of that will also contribute to transparency and information sharing, which eases up the wariness and the potential for conflict. 

Best practices per se, I think it's already been touched upon but there are ways to and in today's geopolitical context, when it has become extremely difficult to develop consensus among major powers, involving major powers in particular, you have to look at out of the box, you have to have an out of the box thinking and how to approach in sort of a somewhat non-traditional way. And I think one of the successful examples from recent years, maybe over the last decade, is the case of the Nuclear Security Summit that was taken up by the Obama administration when he was in office. Initially, there was a bit of skepticism coming from different parts of the world. But the fact that you had more than 100 countries participating in the three rounds of Nuclear Security Summit really tell you that in the face of a fragmented multilateral processes, multilateral institution, you can rely on other methodologies, other practices, other platforms, informal these informal platforms to bring about some sort of coherent thinking, some sort of defective…The NSS was a good model because it was a very open platform. It involved the participation of civil society, it involved the participation of industries.

 Second, it also led to countries doing something called the House Gift. Because when you did a summit in, for instance, in South Korea, countries went with national pledges, or a group of countries came together with national pledges saying that, OK, this is a certain measure on certain nuclear security practices. So there are ways or so you can be fairly innovative in how you think about these issues and come up with sort of pragmatic steps in the face of a very, very fragmented. The Great Paul rivalry is not going to diminish any time soon. So we need to think about things in a very innovative fashion and come up with very different sorts of solutions than what traditionally we have been used to.
Adam Henry:
Thank you so much for that. Any other thoughts? Glenn and we'll move on to the questions. So we've got three really good questions and it will be open to both presenters. Ujjwal, today's new tariff era has also triggered new geoeconomic relations, including supply chains, and looks like economics is getting higher emphasis than security again. What is your opinion? So very interesting, going back to a very recent issue around that. So thank you very much for that. Any thoughts from the panelists?

Raji Rajagopalan:
Yeah, I would kind of say that, no, of course, economics and tariffs are high upon the agenda for practically the whole world, including an island of penguins who you know, the White House, that's a part. But I think the fact is that, yeah, it does seem to be like the big highlight at this moment, but my big takeaway from this, even this entire thing that's happening and is that these are driven by security and political considerations and not out of pure economics for economic kind of a gains or loss kind of thing. So it is driven by great power rivalry at the end of the day. It is driven by how great power competition is what is driving these kinds of steps. So in a sense, you may see this manifesting in economic terms, but the logic of these steps are driven by politics and security driven concerns of how a country is kind of using economic technology to access all of that to kind of the game in a sense. So the security implications continue to be the driver for all of this. So I, manifestation being one element which is economic, but I think it is still the security drivers, which are the underlying factors and the most important logic that is driving this. 

Dr. Jürgen Altmann:
Yeah, I would agree with that assessment. However, I would also add that some of this originates just now from the present U.S. president. And there may be certain developments in a country that change the attitudes of governments. So I think we have to work hard internationally to change the national security approach to a more globally oriented one. 

Adam Henry:
Thank you very much for a European opinion as well. Very different to Australian or other areas, so thank you. Moving on to the next one. There are some similarities in the question. This is towards Raji at once again, you're going to please feel free to answer. 

Can you share any thoughts on the differences or complexities in the way that countries in security packs, such as Australia-India managed critical technology IP, so intellectual property, as compared with corporates, particularly intellectual property governance? 

Raji Rajagopalan:
Yeah, the IP theft, I think that's been a serious issue. And IP theft, it also ties with the whole cyber security governance issue, because one aspect of cyber security, especially in the last few years, the way it has played out is also kind of, in the context of IP theft. So how do you protect intellectual property is a bit of a challenge. I don't think there have been many solutions and I have seen my ASPE colleagues who have actually dealt with this in a report, but again, not that they have had a solution in place or a sort of a global sort of an agreement in this regard.

And I think some of these issues are more difficult to respond to because if there is a casualty, for instance, when you have a cyber attack and a resulting IP theft, it's very difficult to attribute. It's very difficult to trace it back and say with absolute certainty that this has happened. Whereas when you see a casualty from an attack, it is easy to kind of sort of trace it back and pinpoint, but also easy to build an agreement among countries in terms of if you want to think through about what is the next step, what are the next step, what are the response measures, and so on and so forth. This applies to cyber security. This applies to space issues, where you don't see a sort of a directly an impact from an attack and so on and so forth. So it's extremely challenging to build the kind of consensus agreement among states in terms of when you want to think about a sort of a response to a response to a particular attack and kind of thing in dealing with IP theft again this is the same challenge again I am not and because of this challenge many industries don't even come out with saying that there has been an IP theft, there has been in attack, for instance, because for fear of losing sort of the markets, fear of losing that your company, your industry is not capable of even protecting basic things, so you don't even want to acknowledge it. So many times, we don't even really get to know that there have been attacks. There have been IP thefts and so on and so forth. So I think it's a complex issue. But again, I'm not sure we have had any good sort of a response measure to deal with this issue. I'm not sure I answered your question exactly but these are my thoughts on that. 

Adam Henry:
It's a complicated one around intellectual property. It is easier to steal than it is to do research in many ways. An example could be certain jet planes that look the same from different nations who aren't necessarily friends. So definitely it is rife and especially in obviously higher education in the research space. So thank you very much. Jürgen, do you have any thoughts on this one as well as we move forward and then we'll combine the last 

Dr. Jürgen Altmann:
Not specifically on IP and the difference between corporations and states

Adam Henry:
All right, So there is the supply and demand side of military technology. So which side is better to regulate for better global security? So regulate the supply or regulate the demand. Second part of the question is that military technology is being used as a tool for global trade which negatively affects global security too. What is your comment? So one around supply and demand and one around once again trade. Thoughts?

Dr. Jürgen Altmann:
Well, I could start with the supply and demand question. The supply is I think not the biggest driver. So, big armament corporations, they depend on contracts from defense ministries, etc. They don't have much money to spend themselves on new military developments. Sometimes they do, but that may be just a few percent of the whole effort. So the supply side, if you see it as an industry offering services or things, very much depends on the demand that the military states. And so I think the better regulation would be to regulate the demand. However, this doesn't go via just the armed forces. The armed forces have the task of gaining victory in war should it occur. So they want everything that's on the table or that can be on the table in 15 or so years. They want to prepare for all this. So it needs a political consensus on the government that controls the military. And this needs to be internationally agreed upon between these governments. And they have to understand, as I already said, that their own national security is best maintained in the context of international security. So certain systems that by agreement and in a verified way do not exist, cannot become a threat to one's own state or citizenry or military forces.

So yes, the demand I think is the thing where one should really apply regulation.

Adam Henry:
Thank you very much, appreciate it. Just mindful of time, thank you very much everyone. 

Raji Rajagopalan:
Can I just quickly just Because I had a slightly different view on this particular aspect My sense is that I think it is a supply that is going to be and that will be addressed from a regulatory perspective because at the end of the day, demand is going to be, is not something that you can adjust or tamper with because driven by…unless you have your own indigenous capability, they are going to demand from other countries and so on and so forth that is, but I think the conditions for demand, growing demand is going to be conflict. Conflict prone regions that will kind of prompt more and more demand and military technologies.

Second, more economic development, better prosperity would also mean that the next logical step is going to be building up your military power, military capabilities. So the demand is not going to be something, but given the kind of conflict -prone geopolitical competition and so on and so forth, I think there are going to be far more regulations coming through in the area of supply of capabilities. And I think you have seen this through the cold war years in terms of global export control regime and I think that's going to come back in a big way. So there are going to be, there will be a more export control maybe strengthening of the older export control regimes that will happen but I think there is also going to be an effort at creating new export control measures that are going to be more stringent, because right now some of the old technology control regimes are not as effective as it used to be during the Cold War years given the kind of proliferation of technologies that have happened over the past decades. So I think to me the supply side is where there is going to be tightening, there are going to be multiple export control mechanisms that might come about to sort of control that particular aspect in a sense.

Dr. Jürgen Altmann:
Could I just add two sentences? Export controls are maybe good, but however, they have their problems there and that they are fully asymmetric. So certain countries allow themselves certain systems and technologies that they want to block others from accessing. So export control is not a global solution. It may even fuel arms races in those threatened by export control. So, arms control, I think, is the thing that would solve the problem. Thank you. 

Raji Rajagopalan:
Yeah, finding a consensus and agreement on arms control is going to be a challenge though. That's my only submission here in this regard, but I do agree. Yeah, thanks. 

Adam Henry:
That's what we're talking about today, the difficulties and different opinions and everything else. I think it's great, actually, to have that debate. I've got a question in the chat

Bharath Reddy:
Thanks, Raji and Jürgen, both really fascinating talks and the discussion that followed. So my question was something that both of you touched on, which was Raji, you mentioned minilateralism and how that might be a path going forward. And Yergin also mentioned military and civilian technologies and how the way you approach governance or assessments might be different for them because civilian, you might be able to do it within domestically, but you might need cooperation on military Technologies. So when you're talking about multilateralism or these kinds of collaborations, is it always the security angle that drives the collaboration or the geopolitical considerations, or can there be other shared interests between the participating entities, participating countries? Because a lot of the examples that we have discussed are mostly related to national security or those kind of things. So I was wondering if there's any other shared interests that can drive collaboration?

Raji Rajagopalan:
Yeah, thanks Bharatha, that's a great question. And I think most of the, yeah, most of the, I agree, most of the examples that I've provided belong to the kind of security strategy, one with security and strategy implications, or even national security implications. But I think one of the more contemporary contexts, I suppose the example of the Apple manufacturing in India and how India's dependency for certain systems, certain vectors, certain components coming from China is a vulnerability. So I think there are increasingly, we are also kind of looking at the economic impact because at the end of the day, again, it's not the pure economy, economic impact that we are looking at. It is essentially fueling India's manufacturing capability. It's a goal to emerge as a major technological power and so on and so forth. So there are-- which is tied to the great power ambitions and kind of things. So there are, in some sense, all of this, I look at it as part of the great power politics. It may be different, there may be different manifestations, but it is in terms of the larger geopolitical power shifting power balance. Essentially that is so it manifests in multiple different ways. And Mineral Atluson, I think a lot of the Mineral Atluson have come based on the geopolitical interest of various countries in a sense that have been the driving point. But the Quad itself is talking about various technology and technology task forces, groupings within that. So I think, again, Quad itself came about because of the geopolitical, out of a geopolitical requirement to counter China's certain act, certain kind of disruption and disruptive engagements kind of things. So there could be economic and technology related offerings, But I think there is always going to be almost always going to be driven by geopolitical interest in a sense.

Dr. Jürgen Altmann:
I'd like just to add a general remark. Of course, there are many, many interests that go beyond the military field between different countries. One can think of climate problems. One can think of sustainability issues and so on. And just indirectly saving on military budgets can help get other things going, sustainability, education, etc.

Adam Henry:
Definitely, definitely. Thank you very much.  We'll start to wrap up, but thank you very much to our two panellists. Excellent discussion and input and to all our attendees for the questions as well. It's been a really great discussion for our webinar series and also input into our research papers that we'll be releasing. Research paper one will be coming out soon. Research paper two will be in the future. I'd like to thank Raji for your time and Jürgen especially for getting up early around that and really great discussions in this space. I think the takeaway from it is it's not easy. It's not a simple solution and it's not one solution that fits all. So how do we work with that in bilateral and multilateral agreements, especially in the evolving space, I'll say, that we're in right now, geopolitically, economically and technologically. Thank you.
