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Project Overview 
 
On 5 November, Australia’s Foreign Minister Senator Penny Wong announced in a joint press statement with 
the Indian Minister for External Affairs S Jaishankar that the Australian National University (ANU) had been 
awarded a grant to lead a project under the Australia India Cyber and Critical Technologies Partnership (AIC-
CTP). Co-leader of the grant is InKlude Labs in Bengaluru. Researchers involved in the work also come from 
the Takshashila Institution, Social Cyber Institute, Arizona State University, Southern Cross University, 
Blended Learning International and RMIT University. 
 
This project promotes rigorous ethical approaches to technology assessments of critical emerging technolo-
gies that impact peace and stability. It seeks to strengthen consensus among key stakeholders in Australia 
and India regarding the importance of a process for technology assessments that can be undertaken jointly 
with each other. Such activity would represent an important diplomatic innovation in bilateral relations for 
addressing the challenges posed by rapid technological advances and the evolving geopolitical landscape. 
The project aims to create a self-organising community of practice (CoP) inclusive of both countries, ensuring 
its sustainability after the project's conclusion and potentially extending its influence on a wider multilateral 
scale. To support these goals, the project will create an open-access curriculum for the professional educa-
tion of government officials and stakeholders responsible for assessing critical and emerging technologies. 
Delivered over a year, the project is led by a multi-disciplinary team of senior researchers and professional 
educators from Australia and India who have expertise in technology, industry, economics, geopolitics, and 
public policy. This initiative is funded by the Australian Department of Foreign Affairs and Trade (DFAT) as part 
of the Australia India Cyber and Critical Technologies Partnership (AICCTP). For more information, videos and 
written product, see https://www.socialcyber.co/australia-india-tech-assessments. 
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Executive Summary 
Since 2020, Australia and India have committed to coordinating policy on critical technologies to promote 
peace and stability. This is part of a deepening political, economic and strategic relationship across many 
sectors. One of the policy tools for managing technology policy in both countries has been that of technology 
impact assessment (TIA), a process that has been in existence internationally for more than five decades. TIA 
is the systematic analysis of the impacts arising from the use of technologies. This includes both specialist 
assessment of their technical performance characteristics and cost-benefit considerations as well as con-
sultations across diverse stakeholder groups (such as government, industry, academia, and society) to deter-
mine broader social, political, legal or economic consequences. In both Australia and India, there is only a 
modest record of impact assessments for critical emerging technologies affecting peace and stability. We 
could not easily identify cases of best practice by either country. This paper makes a case for greater use of 
such assessments and the adoption of more credible and more comprehensive evidence-based approaches. 
It has had to draw on global experience to arrive at lessons for Australia and India.  
 
The peace and stability agenda of most countries is, in essence, the diplomatic face of national security pol-
icy – the practices of shaping, implementing or contesting international regimes or cooperative measures to 
enhance national security. This includes issues related to deterrence as well as common or cooperative se-
curity, such as conflict prevention, protection of global critical infrastructure, arms control, or plurilateral re-
gimes for technology development. These issues may not lend themselves to the sort of expansive public 
consultation that most specialists have regarded as an essential element of modern TIA. Voters in Australia 
and India have not traditionally placed a high priority on the diplomacy of peace or cooperative security, 
where single technologies have been the main focus. In countries where TIA is most developed, its focus has 
been on domestic policy concerns such as health or the environment.   
 
The global practice of TIA in support of peace and stability has emerged in various forms, with varying de-
grees of secrecy or transparency, and at different stages of technology development and deployment. More-
over, there are many distinctions between TIA focused on stability (e.g., as in the stability of cyberspace or 
shared space situational awareness) and those intended for the protection of peace (e.g., diplomatic aspects 
of deterrence or maintaining a geostrategic balance of technological power).  
 
In addition, in the global practice of TIA, we see a tension between analyses that start with a technology -first 
approach and those that set out to address specific policy problems, with clearer implications for systemic 
risks and opportunities. The bias toward technology-first approaches has been aggravated by the increasing 
political attention paid to TIA as a tool of geopolitical competition between the US and its allies on the one 
hand, and China on the other hand, for leadership in R&D for dual-use technologies. The critical technologies 
agenda of Australia and, to a lesser extent in India’s case, is more focused on variants of a “tech war” than on 
the positive contributions that new technologies might make to cooperative security, that is, the peace and 
stability agenda. This situation has arisen in large part due to escalating operations in cyberspace and the es-
calating confrontation between the US and China.     
 
One of the notable recent examples of TIA of a class of technologies affecting peace and stability has been 
the US National Security Commission on Artificial Intelligence (NSCAI 2021). Over several years, this com-
mission addressed issues of deterrence, peacetime technological competition with other countries, and the 
domestic foundations of US technological power. The Commission also analysed important military applica-
tions of AI, highlighting the grey areas and overlaps between a peace and stability agenda and issues of mili-
tary power. 
 
When we look at the practices of Australia and India, we find some excellent examples of TIA in support of 
peace and stability. We see this in the Australian planning for the prevention of nuclear accidents, which 
have become linked to the critical technologies agenda by the emerging influences of AI and cyber security 
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on long established nuclear safety processes. In India, the ongoing TIA for specific AI applications, such as 
facial recognition technologies, will likely have important policy implications for peace and stability. For the 
most part, TIA for peace and stability has not consistently been a high priority for either country. In TIA for 
peace and stability in Australia, parliamentary committees have been the leading actors while in India, secu-
rity and technology agencies have been in the lead.   
 
The broad framing we have observed from Australia and India on critical emerging technologies does not offer 
a clear direction as to methodologies for conducting TIA for specific technologies or their strategic impacts. 
Currently, there are no best practices for TIA, which explicates a defined approach and methodology articu-
lated by scholars or officials. This ambiguity stems from the fact that TIA can be used for many different pur-
poses while focusing on the concerns of different groups of stakeholders. Since 2022, a number of stake-
holders (leading intergovernmental organisations, think tanks and specialists) have called for increased at-
tention to TIA and more disciplined approaches, particularly emphasising effective stakeholder engagement, 
and consistently ethical, democratic and transparent processes. 
 
It may not be useful to set rigid guidelines for how a country might undertake TIA with a focus on critical tech-
nologies for peace and stability. However, there are several benchmarks that we can use: an appropriate bal-
ance in focus between a very broad class of technology (such as AI) and specific sub-fields where the im-
pacts are distinct from those of other sub-fields (facial recognition compared with chatbots); the scope and 
granularity of the technology being assessed; the depth and detail of specialist input; the recognition of the 
significant role of non-technical social, political, legal, and economic impacts; the breadth and depth of 
stakeholder input; the comprehensiveness of the analysis, which should include international and alternative 
perspectives; the timeliness of the assessment; and the relevance of the findings to diplomacy aimed at pro-
moting peace and stability. An important cluster of non-technical specialisations that must be well repre-
sented in TIA for peace and stability includes international relations, international law, and strategic studies. 
There is also a need for clarity about the ethical frameworks to be applied.  
 
Most countries now face choices about where in the machinery of governance the most effective forms of TIA 
for peace and stability can be seated: in the national parliament, in government agencies or statutory authori-
ties, and/or in specially convened task forces or commissions of inquiry representing diverse specialists and 
stakeholders. The minimum requirement would appear to be a recognised institutional centre of gravity for 
TIA in each country and a set of basic principles. 
 
Both Australia and India would benefit from a clearer commitment to regularised TIA of critical technologies 
for peace and stability. This would involve organisational reform and commitment of more resources, which 
could be justified by reinstating peace and stability to the policy status it enjoyed in the 1990s and the first 
decade of this century. A drift to more confrontational relationships in international affairs in the past decade 
should point to the need for more investment in TIA related to maintaining peace and stability, alongside the 
more readily accepted increases in investment in TIA for hard military capability or domestic security.  
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1. Introduction 
Governments, businesses and communities 
around the world are becoming more concerned by 
how technological innovations affect their inter-
ests. To address such concerns, beginning around 
2020, Australia and India set in train a stream of 
policy initiatives under the heading of “critical 
emerging technologies affecting peace and stabil-
ity”. An important but underutilised tool for the de-
velopment of these policies is technology impact 
assessment (TIA). The practices, principles and 
methodologies for this stream of policy develop-
ment are still evolving in both countries.   
 
This discussion paper is the first of two in a project 
funded by the Australia India Cyber and Critical 
Technologies Partnership (AICCTP). The paper 
seeks to strengthen consensus among key stake-
holders in the two countries by building a strong 
public case for more credible and comprehensive 
evidence-based approaches for TIA to address 
risks to peace and stability. The second discussion 
paper will address the diplomatic aspects relevant 
to the pursuit of joint TIAs by Australia and India. 
We are presenting this paper for discussion and re-
view by stakeholders as part of our ambition to fos-
ter an international community of practice for tech-
nology assessment in support of peace and stabil-
ity. 
 
We would like to acknowledge the participation 
and contributions of a large number of specialists 
and stakeholders from the Indo-Pacific, Europe, 
Africa and the Americas. 
 
The first section of this discussion paper addresses 
the definitional issues around critical and emerging 
technologies that impact the domain of peace and 
stability. In Section 2, an overview of the global 
practice of TIA is presented, as well as best prac-
tice for conducting TIAs. Section 3 documents the 
mechanisms for TIA in the context of peace and 
stability for Australia and India. And finally, Section 
4 serves to document comparative case studies in 
Australia and India of critical technologies impact 
assessment focused on(1) nuclear accident pre-
vention and management; (2) artificial intelligence; 
(3) aerial drones; and (4) 5G/6G wireless technol-
ogy.  

In addition to the list of references cited in the pa-
per,  we provide a short reference bibliography of 
additional recent works in Appendix 1. This project 
has involved consultations with a range of practi-
tioners and specialists in the field and the provision 
of expertise from the nine project team members 
whose experience is noted in Appendix 2. 
 
Our approach is rooted in ethical frameworks for 
technology assessment, developed in Sweden as 
early as 2005, and addressing such topics as: 
control, influence and power, impact on human 
values, international relations, and gender, 
minorities and justice (Palm and Hansson 2005). 
This project is steeped in the broader context of 
peace and stability, which also incorporates 
human security (Alkire 2013; Michael et al. 2025), 
as well as interstate security (Michael et al. 2023; 
Chmielewski 2024).  
 
The approach presented in this paper for evaluating 
TIA is somewhat permissive and is not meant to be 
a universal rubric. Rather, the paper gives a per-
spective that should allow any stakeholder in a TIA 
to determine their level of confidence that a com-
prehensive specialist analysis has been or is being 
undertaken with a reasonable standard of coverage 
and objectivity, and with competing stakeholder in-
terests and perspectives incorporated, based on 
reasonable and transparent opportunities for ef-
fective consultation. 
 

1.1  Defining Peace and Stability 

Peace and stability can be seen as one of three or-
ganising pillars in national security policy as illus-
trated in Figure 1. We limit our view of peace and 
stability to the diplomacy of international and na-
tional security. This includes political aspects of 
deterrence and issues of common or cooperative 
security among states, such as protection of global 
critical infrastructure, arms control, or plurilateral 
regimes for technology controls. We exclude is-
sues of national military security and defence pre-
paredness, military aspects of alliance building, 
and defence diplomacy. We also exclude domestic 
security operations like counterterrorism or pro-
tection of civil rights, but we include international 
regimes for countering violent extremism or terror-
ist financing. Policy for peace and stability there-
fore addresses issues such as peacekeeping, arms 
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control, international cybersecurity, countering 
disinformation, conflict prevention, space situa-
tional awareness, counter-terrorism regimes, and 

the security of civil sector international interac-
tions, such as air safety. 
 

  
Figure 1: Pillars of National Security Policy 

 

 

 

The three pillars of national security policy are far 
from equal in terms of priority and urgency. This is 
reflected in the relatively low priority attached to 
funding of TIA for peace and stability compared 
with TIA in the other pillars. More attention is paid 
to TIA for peace and stability issues only if they 
overlap with significant aspects of national de-
fence or domestic security. This has been demon-
strated recently by TIA in several countries with re-
spect to artificial intelligence, as discussed in Sec-
tion 4. In a similar vein, TIA impacting the intelli-
gence function can often provide coverage of im-
portant peace and stability issues that might not 
otherwise receive attention. 

1.2  Defining Critical and 
 Emerging Technologies 

In the case of Australia and India, the cooperation 
on critical and emerging technologies appears to 
extend beyond the normal scope of the concept of 
peace and stability to economic policy, social pol-
icy and public administration. The 2020 bilateral 
agreement on cooperation in critical technologies 
includes a long list of objectives and principles that 

address unambiguously core issues of peace and 
stability, alongside others that might be considered 
peripheral to the commonly held meaning of these 
words (India MEA 2020a): 

1. open, free, safe and secure internet for 
citizens; 

2. cyberspace as an economic enabler sup-
porting the goal of prosperity and national 
development, especially through trade 
promotion; 

3. countering cyber-crime or malicious state 
activity in cyberspace; 

4. treating the increasing frequency of mali-
cious state activities in cyberspace as 
having the potential to undermine national 
security and prosperity, and in turn, under-
mine international peace and stability; 

5. protection of fundamental human rights 
and freedoms online; 

6. opposing cyber-enabled theft of intellec-
tual property; 

7. ensuring that these technologies are used 
in a secure and ethical manner; and 

8. cooperation in the protection of national 
critical information infrastructure. 
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At the same time, Australia and India also agreed to 
a Joint Plan of Action specifically targeting (1) the 
innovation economy (2) cyber security and (3) 
cyber-enabled critical and emerging technologies 
(India MEA 2020b). The last of these three sections 
concerned the economy, making specific mention 
of 5G, quantum computing, AI and machine learn-
ing. In relation to AI, the agreement mentioned the 
need to work bilaterally to build safe, trusted and 
ethical practices in its use. The Action Plan also re-
ferred to the importance of international norms for 
controlling AI. 
 
In the years since 2020, the focus of the two gov-
ernments in their international policy on critical 
technologies has broadened and varies according 
to the forum of discussion. In Australia, the refer-
ence point became critical technologies of national 
interest, as captured in the 2023 policy Critical 
Technologies Statement (Australia DISR 2023). 
One view sees critical technologies as those that 
impact economic stability, national security, and 
social cohesion (Australian Trade and Investment 
Commission 2024, p. 47).  
 
Australia has on occasion included the following 
technologies under the rubric of critical: (1) ad-
vanced manufacturing and materials technologies, 
including semiconductors (2) artificial intelligence 
(3) advanced information and communications 
technologies (such as 5G and 6G); (4) quantum 
technologies (5) blockchain (6) autonomous sys-
tems (7) robotics (8) positioning, timing and sens-
ing (9) biotechnologies, such as synthetic biology 
(10) clean energy generation and storage technolo-
gies and (11) digital public goods, such as digital 
identity and digital payments systems (Australian 
Trade and Investment Commission (2024).  
 
In a bilateral context with the US, and in a national 
security context, India has noted the following as 
critical: (1) space (2) semiconductors (3) advanced 
telecommunications (4) artificial intelligence (5) 
quantum (6) biotechnology and (7) clean energy 
(United States 2024). India, like Australia, also has 
referred to an equally broad set of ambitions: to en-
sure that technology is used in a manner consistent 
with “democratic values and respect for universal 
human rights” and “future security and prosperity” 
(United States 2024). India’s vision is related to en-

suring that technology is used in a manner con-
sistent with further diversification of its military de-
pendencies over the next few decades; strengthen-
ing lines of “strategic cooperation to deal with the 
challenge of economic overproduction in China; 
coproduce and co-innovate technologies to build  
geo-economic resilience; and potentially co-cre-
ate new language in the complicated world of 
standards” (Chaudhuri and Bhandari 2024). 

The Australian and Indian governments have not 
been as transparent and consultative as they could 
be on the parameters by which they define and 
classify critical and emerging technologies, espe-
cially when it comes to differentiating between 
broad technology classes (such as quantum sens-
ing) and more specific sub-fields (such as quantum 
radar or photonics). 
 
1.2.1 Emerging 

The OECD has defined emerging technologies as 
those “characterised by rapid development and 
uncertainty in trajectory and impact” (OECD n.d.). 
These features present policymakers with the 
challenge of enabling innovation for economic and 
social benefit while simultaneously addressing 
“governance imperatives that anticipate risks, pro-
tect established rights and human agency”. This 
perspective is supported by policy researchers. 
Rotolo et al. (2015) characterised emerging tech-
nologies as having the attributes of radical novelty, 
relatively fast growth, coherence, prominent im-
pact, and uncertainty and ambiguity of use and 
risks. The classification of a technology as “emerg-
ing” is not a permanent label since “[a]s the tech-
nology matures, its novelty fades, and its uncer-
tainty and ambiguity also reduce (Reddy and Naik 
2025, p. 5). 

For the purposes of TIA, an essential difference be-
tween a technology that is mature or established 
(e.g., nuclear fission) and one that is only emerging 
(e.g., quantum computing or 6G wireless) is the de-
gree to which consequences are known, docu-
mented or proven. In the case of mature technolo-
gies, the tangible and intangible impacts are de-
monstrable, while in emerging technologies, the 
impacts are still being predicted, anticipated, or 
characterised. This distinction affects TIA in the de-
gree to which foresight, estimation or assumptions 
need to be used in assessing likely social, political 
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or economic impacts. More assumption-based 
analysis is needed for emerging technologies than 
for mature technologies. Where mature technology 
is itself now changing as the result of rapid innova-
tion (e.g., integration or convergence), the distinc-
tion between mature and emerging is quite blurred, 
implying a spectrum for the term rather than a pre-
cise or discrete categorisation.  

While policy statements in Australia and India reg-
ularly refer to critical and emerging technologies, 
the candidate technology they refer to can be either 
established or emerging.  There is also considera-
ble ambiguity around the scope of “critical and 
emerging”: do both characteristics need to be pre-
sent, or just some combination thereof? Therefore, 
the term “critical and emerging” has not itself been 
adopted operationally for this paper; rather, we fo-
cus on the level of criticality in the context of an es-
tablished or emerging technology, while under-
standing that the issue of pace of innovation can 
shape the degree of assumed or potential critical-
ity. 

1.2.2  Criticality 

Schatzberg (2018) suggests that for a technology to 
be “critical” it must be the result of either: (1) a 
more involved elevated standard of science being 
applied, or (2) the technology’s criticality, as a 
function of the importance that it accrues on its ex-
posure to or diffusion in society. Bimber and Pop-
per (1994) also approached the topic in this way, 
albeit from the lens of technologies that existed 
more than three decades ago. Their report defines 
four possible policy lenses for critical technology: 

● As “high” or “advanced” technology, 
which “represents state-of-the-art, and is 
therefore the locus of innovation and an 
indicator of the industry’s or nation’s level 
of technical sophistication” (p. 15); 

● As a component of State self-sufficiency, 
such that “technologies are deemed criti-
cal for ensuring security of the means for 
sustained economic growth and develop-
ment – and in a complicated world econ-
omy, for ‘competitiveness’” (p. 17); 

● As a limitation or enabler for the delivery 
of some other beneficial outcomes, such 

as some manufacturing, service, or sys-
tem capability which is in the interests of 
the State to acquire or develop (p. 20); 
and 

● As a “generic and pre-competitive” qual-
ity, because early iterations of critical 
technologies are often multi-variate in 
use, where “development efforts are be-
lieved likely to produce a wide array of re-
turns not tied to any specific product ap-
plication” (p. 23). 

These perspectives highlight the challenge of con-
structing a robust definition of critical technologies.  

The first step in defining a critical technology is de-
termining the precise level at which it is no longer 
“divisible” from similar technologies that consti-
tute separate academic or industrial fields. As an 
example, one might consider the complex and neb-
ulous field of quantum technologies, which incor-
porates fields across computing, cryptography, 
sensor design, atomic clocks, communication, 
simulation and metrology (Acin et al. 2018). Within 
each of these subfields are numerous other forms 
of technology. Continuing with the quantum com-
puting example, it can be divided into quantum 
hardware, software, and applications from cryp-
tography to large-scale computation (Gill et al. 
2022). Advances in quantum technology in sub-
fields, such as atomic clocks or magnetic reso-
nance imaging (MRI), can be much more mature 
than other subfields, such as photonics.  

The second step in determining an appropriate 
standard of criticality can be a determination of 
whether one technology or a subfield of it becomes 
critical when compared to another technology or 
sub-field, or by reference to its social, economic, 
legal, and/or geopolitical impacts. The emergence 
of the trade war in semiconductors between the 
United States and China after 2018 is an example 
of that last consideration (Fitch and Woo 2020; Mil-
ler 2022; Luo and van Assche 2023). 

More recently, the Critical Technology Tracker cre-
ated by the Australian Strategic Policy Institute 
(ASPI 2024) updated its earlier list of 44 key areas 
to 64 key areas. This Tracker adopts the Australian 
Government definition (Australia DISR 2023) that 
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critical technology is “current and emerging tech-
nologies with the capacity to significantly enhance, 
or pose risk to, a country’s national interests, in-
cluding a nation’s economic prosperity, social co-
hesion, and national security.” It includes a far 
wider selection of technologies such as metamate-
rials, distributed ledgers (i.e., blockchain), machine 
learning, directed energy, and electronic warfare to 
name a few. It is unlikely that even the wealthiest 
countries could afford to undertake in-depth TIA or 
even effective monitoring of 44 or 64 technologies 
from the point of view of their effect on peace and 
stability. 

We take the view that a critical technology will have 
some mix of the following four characteristics: 

● Novelty. This characteristic has two as-
pects. First, it can refer to technologies 
that have emerged within the last 5 to 10 
years and are considered to be critical 
(Australia DISR 2023; ASPI 2024). Sec-
ond, it can refer to mature or existing tech-
nologies that have new critical impacts as 
a result of changing geopolitical consider-
ations or technical innovation (e.g., semi-
conductors).  
 

● Uncertainty. A critical technology is often 
one where there is significant or substan-
tial uncertainty about its potential implica-
tions for peace and stability, i.e., its mili-
tary and/or dual-use possibilities at vari-
ous levels of maturity or readiness. 

 
● Priority. Critical technologies generally 

will have a strong connection to a national 
interest (Australia DFAT 2021). More often 
than not, critical technologies are linked to 
defence interests. How a State deter-
mines the boundary between defence in-
terests and non-defence interests is out-
side the scope of this paper. However, the 
State does need to have a clear mecha-
nism for determining when and where a 
given critical technology is in priority or-
der; otherwise, the State risks proscribing 
or capturing every form of technology be-
cause it has an interest in what occurs 
within its sovereign territories. This is an 
extension of the well-known analogy that 

“if everything is national security, nothing 
is” (Dunlap 2021; Walker-Munro 2025). 

● Targetability. This characteristic can oth-
erwise be described as policy tractability. 
In order to be considered a critical tech-
nology, the hardware, software, product 
or process must be physically amenable 
to regulatory controls by a State (whether 
by law, policy or other means) to uphold 
its interests and control the diffusion and 
distillation of that technology. A technol-
ogy that has already rapidly proliferated 
throughout society without regulatory 
containment is less likely to be classed as 
critical since the State no longer has a po-
sition of primacy over the diffusion of that 
technology.  

From an Australian perspective, definitions of criti-
cal technologies have the force of law in some ar-
eas, replicating Ministerial and political interest in 
the subject (Brodtmann et al. 2023). For example, 
the same critical technologies defined by the lead 
agency, DISR, also appear in legislative instru-
ments related to migration (Department of Home 
Affairs 2024). This means that Australian Ministers 
can regulate the entry of foreign nationals judged to 
be a net contributor or potential risk to national re-
search in the target field. The same DISR technolo-
gies also appear in the Migration Regulations 1994 
as amended in 2024 (Federal Register of Legisla-
tion 2024). These regulations  enable cancellation 
of visas where “the Minister for Home Affairs is sat-
isfied that there is an unreasonable risk of un-
wanted transfer of critical technology by the visa 
holder.”  

From India’s perspective, it has neither a mandated 
list of critical technologies nor a strategy for the as-
sessment and classification of them, though some 
evidence can be gleaned from recent bilateral and 
plurilateral partnerships on critical and emerging 
technologies. These include the US-India Initiative 
on Critical Emerging Technology, the India-EU 
Technology Trade Council, the UK-India Technol-
ogy Security Initiative, and the Cyber and Cyber-En-
abled Critical Technology Cooperation between In-
dia and Australia (Bachhawat et al. 2020). India 
certainly ascribes the critical descriptor to ad-
vanced telecommunications, space, quantum and 
artificial intelligence. 
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1.3  Selecting Critical 
Technologies that Impact 
Peace and Stability 

In April 2021, Australia’s formal policy, the “Inter-
national Cyber and Critical Technology Engage-
ment Strategy”, identified three pillars: (1) values, 
(2) security, and (3) prosperity. The phrase “peace 
and stability” was used 17 times, in addition to 
“peace” being used 29 times and “stability” 21 
times independently (Australia DFAT 2021). The 
strategy document also referred to “international 
peace and stability” (pp. 36-43) under the heading 
of "Security”. Other headline elements of the secu-
rity pillar were disinformation and misinformation, 
cybersecurity, cybercrime, online harms and 
safety. Within the pillar of “international peace and 
stability”, the strategy committed Australia to 
“shape the development and use of critical tech-
nology, including cyberspace”. 

The core premise was that: 

“[t]he risks of malicious misuse of technolo-
gies can contribute to increasing strategic in-
stability that, if unchecked, increases the risk 
of misperceptions and miscalculations be-
tween states that might escalate to conflict” 
(Australia DFAT 2021, p. 36). 

The lines of policy action include: 

• setting clear expectations for responsible 
state behaviour; 

• deterring malicious activity enabled by 
critical technologies, including cyber-
space, and responding when it is in the na-
tional interest; 

• cooperating with other states to hold to ac-
count those who engage in unacceptable 
behaviour; 

• implementing practical confidence-build-
ing measures to promote international 
peace and stability and prevent conflict.  

Deterrence, arms control arrangements, and confi-
dence-building measures sit firmly within the 
peace and stability section of the Strategy. 

Otherwise, national defence and national security 
applications of critical technologies, including for 
the promotion of national defence industry, ap-
peared in the Strategy’s definitions to lie outside of 
the peace and stability section, for example under 
"strengthen national security”, “protect our de-
mocracy and sovereignty”, and “promote eco-
nomic growth”. But there is a grey zone, where the 
peace and stability interest would appear to over-
lap with interests relating to hard military applica-
tion of critical technologies.  
 
One of the most important aspects that underpins 
current Australian and Indian approaches to critical 
technologies is the concept of strategic technolog-
ical competition. This is the concept that technol-
ogy will contribute a greater proportion of national 
power in the future, and that getting ahead in some 
of these domains will give a disproportionate ad-
vantage that will only increase over time. This is 
tied up with the concept of ‘tech war’ along various 
fault lines of international security, most notably 
between the US and China. Australia has aligned 
with the US on a broad front, while India has sup-
ported the US in several discrete channels, most 
notably in supply chain considerations and in criti-
cal infrastructure investments. 
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2.  Best Practice in TIA  
for Peace and 
Stability 

Since 2022, there has been significant interest in 
the practice of TIA globally, among governments, 
international organisations, large commercial en-
terprises and scholars. A number of key players 
and researchers have called for more discipline in 
the process of TIA, as well as more effective stake-
holder engagement, consistently ethical and dem-
ocratic processes, or transparency. These include 
the National Network for Critical Technology As-
sessment in the United States (NNCTA 2023), the 
United Nations Conference on Trade and Develop-
ment (UNCTAD 2024), RAND Australia (Dortmans 
et al. 2022), and the International Institute for Stra-
tegic Studies (Austin 2024). In June 2025, the Insti-
tute of Technology Assessment based in Austria 

convened an international conference over three 
days (ITA 2025). They billed the event as the “first 
Global TA conference”. The seven-member Advi-
sory Board for the conference included specialists 
from Australia (Peta Ashworth) and India (Krishna 
Ravi Srinivas). 
 
TIA comes in many different forms and institutional 
settings, for a large variety of purposes.  Table 1 
provides a list of representative examples of pub-
licly available TIA products by sector and level af-
fected (i.e., national or international). Some prod-
ucts mentioned are final reports while others lay 
the foundations for a process of continuing deliber-
ation. In this Section, we first consider key dimen-
sions of TIA and then methodological aspects of 
TIA. We then examine how TIA processes can be 
shaped by supporting the goal of peace and stabil-
ity. 
 

 
Table 1: Examples of TIA by Sector and Level

 
 

 

2.1  Key Dimensions of TIA 

The modern concept of TIA has been traced back to 
US Congressional discussions in 1966 in reviewing 
the impacts of supersonic flight. The concepts of 
environmental impact assessment (EIA) and social 
impact assessment (SIA) emerged at about the 
same time, with the former concept being legis-
lated in the US in 1969.  

In 1972, Congress passed the Technology Assess-
ment Act to equip itself with “competent, unbiased 
information concerning the physical, biological, 
economic, social and political effects” of critical 
emerging technologies (United States 1972, p. 
797). The roots of TIA in the parliament of a liberal 
democracy at the time, in this case the US Con-
gress, reflected the necessary implication of con-
sidering social and community inputs, mediated by 
the parliament, rather than the executive branch of 

Sector Aspect of technology stud-
ied  

Level affected Related TIA product 

Technology  
policy 

Artificial intelligence develop-
ment to maintain US suprem-
acy (the declared aim) 

National (US) “The Final Report” 
(National Security Commission on Artificial Intelligence 2021)  

Technology 
safety 

Safety of ICT systems on 1 Jan 
2000 (Y2K) 

International US legislation: “Year 2000 Information and Readiness Disclosure Act”  
(United States 1998)   

Technology  
security 

Foreign intelligence access to 
5G telecommunications sys-
tems from China 

National 
(UK) 
International 

“Annual report of the Huawei Cyber Security Evaluation Centre (HCSEC)”  
(United Kingdom 2021)  
  

Science and  
society 

Human genome editing National (US) 
International 

“Human genome editing, science, ethics and governance”. 
(National Academies  2017) 

Aviation Boeing 737 MAX flight control   International “Boeing 737 MAX Return to Service Report Overview of the Technical In-
vestigation Activities Performed by EASA”  
(European Union Aviation Safety Agency 2021) 

Aviation Drones National 
(US) 
International 

Sustained program of research papers and reports in the NASA series, “Ad-
vanced Air Mobility Mission”  
(United States NASA 2025) 

Aviation Carbon impact of fossil fuels  International “Summary of fuels-related information from the ICAO Long-term Aspira-
tional goal (LTAG) Analyses”  
(ICAO 2022) 
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government. Based on this history, there is a nec-
essary implication that impacts (social, political, 
legal or economic) beyond technical performance 
must figure in all TIA. 
 
The term TIA is often used interchangeably with 
“technology assessment”, “technology evalua-
tion”, or even “technology testing”. While “technol-
ogy assessment” (TA) is more prevalent in the liter-
ature than “technology impact assessment”, as 
Clarke (2025) notes, if “consequences” and “im-
pacts” are treated as synonyms, technology as-
sessment (TA) and technology impact assessment 
(TIA) are equivalent. Grunwald (2009) notes, “No 
consensual, unambiguous and selective definition 
of TA has yet been provided”. 
 
The TAMI (Technology Assessment Methods and 
Impact) project, involving several European Tech-
nology Assessment (TA) institutions, aimed to un-
derstand and improve the impact of TA on policy 
and society, addressing the definition of TA. Decker 
and Ladikas (2004) define TA as a “scientific, inter-
active and communicative process which aims to 
contribute to the formation of public and political 
opinion on societal aspects of science and tech-
nology”. Banta (2009) offers a definition of TA as “a 
form of policy research that examines short- and 
long-term consequences (for example, societal, 
economic, ethical, legal) of the application of tech-
nology ... to provide policy makers with information 
on policy alternatives.”  
 
From these definitions, it is evident that even 
though TA may not reference impact in its label, it 
is usually not just about assessing the technology, 
a process largely dependent on technologists, but 
also about assessing its societal impact, which re-
quires both a stakeholder-focused, participative 
approach and processes heavily reliant on social 
scientists. Even in the early days of TA in the 1970s, 
the emphasis was rarely exclusively on the narrow 
technology impacts, a fact that can be attested by 
reference to the list of OTA reports in 1974, 1975 
and 1976 and hearings of the OTA Board on the 
non-governmental practices of TA in the US (United 
States Congress 1976).  
 
TIA can be applied to a single application of a tech-
nology (e.g., driverless cars) or to a broader group 
of technologies (e.g., vehicle sensor systems). A 

similar comparison may be made between the dis-
tinct applications for AI-enabled facial recognition 
compared with the broader class of technologies in 
the many fields of AI.  

The TIA process is commonly applied at the level of 
government regulation within countries, address-
ing the safety or efficacy of a technology, where the 
goal is to regulate the safety performance qualities 
of products, according to national standards. In 
many cases, TIA is conducted as a precursor to the 
formation of national standards. But TIA can also 
be applied at many other levels of social organisa-
tion across diverse sectors. For example, TIA has 
been used in the context of human and planetary 
security, as in the case of the Intergovernmental 
Panel on Climate Change (IPCC), the United Na-
tions body for assessing the impacts of the contin-
uing use of hydrocarbon fuels.  

Just as TIAs can be undertaken on many levels, TIA 
is also a process that can be undertaken for various 
purposes. We favour an approach to TIA that takes 
as its departure point a policy problem, (such as 
threats to peace and stability from quantum sens-
ing) rather than a technology-centric pathway 
(such as comparing quantum sensing technologies 
in the US and China). This means that our approach 
to TIA includes holistic analysis of systemic risks 
(e.g., the stability of cyberspace or supply-chain 
disruptions) and, importantly, opportunity and eq-
uity considerations (Clarke 2025; Naik et al. 2024). 
Often, there can be significant crossovers and per-
ceived trade-offs between the purposes of a TIA as 
a product, and TIA as a process.  
 
TIAs can take on a political and social life of their 
own. The assessments and processes have the ca-
pacity to affect the interests, rights and obligations 
of individuals, communities, businesses, govern-
ments, political parties and international entities 
Clarke (2025). 
 
From an ethical point of view, there has been a 
growing realisation that technology is not neutral 
and is embedded with normative values that can 
significantly impact society. The ethical questions 
that arise from adopting technologies necessitate 
confronting the trade-offs affecting various stake-
holders (Michael 2021). A technocratic approach 
with biases ingrained while building the technology 
may not always be the best suited for the task at 
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hand. A more participatory, stakeholder-focused 
approach is essential.  
 
The process of TIA can be, at the outset, a highly 
politicised exercise engaging scientific or technical 
controversies, competitive business interests, and 
international relations. The breadth of the chal-
lenges in TIA, especially on the ethical front, can be 
seen in the identification of a ‘legitimation trap’ in 
all TIA (Weingart 1991, pp. 8-9). This is the idea that 
if a TIA has been done, that should be the end of any 
debate about the consequences of deploying the 
technology. The assumption is that TIA simply 
means asking the right specialists the right ques-
tions and then providing them the time and re-
sources to research the questions, allowing for the 
estimation of technological impacts. This, of 
course, ignores the fundamental premise that all 
technologies have a lifecycle and physical lifetime, 
and context matters. These considerations under-
score the need for ethical TIA, as advocated by 
Palm and Hansson (2006) and Kiran et al. (2015). 

2.2  Methods of TIA 

Technology assessments have been described as 
an early warning to policymakers on the risks or op-
portunities of the technology (Grunwald 2009). The 
classical or scientific approach to technology as-
sessment is based on deep analysis regarding the 
technology and its sociological or economic impli-
cations. The goal is to provide objective information 
about a technology's impacts and alternatives for 
decision-makers. However, such approaches have 
their limitations in being able to anticipate impacts 
on diverse groups of stakeholders or in resolving 
ethical trade-offs between them (Grunwald 2009).  
This calls for more participatory methods of tech-
nology assessment. The practice of technology im-
pact assessment has shifted from primarily expert-
driven scientific approaches to include more par-
ticipatory methods over time. This transition re-
flects broader societal, political, and methodologi-
cal changes aimed at democratising decision-mak-
ing (e.g., the role of participatory budgeting). Involv-
ing diverse stakeholders from government, indus-
try, academia and civil society through transparent 
and open processes also builds legitimacy into the 
decision-making process. Some of the scientific 
and participatory approaches in TIA are described 
below. 

2.2.1 Scientific approaches 
Cost-Benefit Analysis: This is a structured analyti-
cal approach to assess whether the expected ben-
efits of developing and deploying a certain technol-
ogy outweigh the associated costs over a specific 
time horizon. The main goal is to estimate as many 
of a technology's positive or negative impacts as 
possible, in monetary terms, to aid decision-mak-
ing. These include direct and indirect costs, tangi-
ble and intangible benefits and also opportunity 
costs. Indirect costs and intangible benefits in-
clude various aspects, such as environmental im-
pact, health considerations, time savings, relation-
ships, non-monetary benefits, and secondary mar-
ket impacts. However, due to factors such as data 
accessibility and accuracy, the overall complete-
ness of the analysis can be a challenge. Boardman 
et al. (2017) provides a systematic approach de-
tailing various aspects of this analytical approach, 
positioning it as a powerful tool to aid decision-
making rather than the sole determinant. 
 
Systems Thinking: The technology decision-making 
environment is a complex, dynamic, and intercon-
nected system. A holistic approach is required to 
understand how things influence and interact with 
each other within the whole system instead of fo-
cusing on individual parts in isolation (Ackoff 
1994). Systems thinking involves modelling inter-
actions between individual agents and systems to 
understand their behaviour, predict outcomes, and 
evaluate potential impacts. The approach has 
evolved as a separate discipline and has not been 
conventionally associated with technology impact 
assessment. However, it is a useful approach that 
helps to identify patterns, feedback loops and un-
intended consequences that can emerge from 
agents and systems optimising for various factors 
(Senge 1990).  
 
Delphi method: This is a structured approach for 
gathering insights from a panel of experts. It is an 
iterative process that aims to elicit and refine opin-
ions on a topic. It involves iterative rounds of ques-
tionnaires, with feedback being shared in between 
rounds. Participants remain anonymous during the 
process, preventing authority or personality from 
influencing the free expression of opinions. Dis-
senting views or rare opinions have a higher chance 
of being considered by the broader group in this 
process. Despite being a method that originated 



 

10  

over 50 years ago, the Delphi method is still a rele-
vant tool for forecasting and decision-making 
based on expert opinion (Landeta 2006). 
 
Bibliometric studies: These studies are research 
methods that use statistical and mathematical 
techniques to analyse bibliographic data. This data 
typically includes scholarly publications such as 
journal articles, books, conference proceedings 
and patents. Bibliometric studies can provide 
quantitative insights into research outputs, trends, 
patterns, and the impact of scientific and scholarly 
communication. They also provide insights into the 
geographic distribution of research, such as where 
research is concentrated or which countries are 
leading (Moral-Muñoz et al. 2020). In our view, bib-
liometric analyses are a good proxy measure of rel-
ative national capabilities in particular sectors be-
cause of the internationalisation of scientific activ-
ity. But they remain a proxy measure, meaning 
somewhat superficial and quick,  rather than strong 
evidence that would require protracted multidisci-
plinary research by teams of specialists.  
 
2.2.2 Participatory approaches 
 
Scenario Planning: This strategic planning ap-
proach involves developing a set of plausible alter-
natives about how a future technology might un-
fold, rather than relying on a single forecast (Brad-
field et al. 2005). It involves identifying key drivers 
of change, such as technological advancements, 
market trends, political considerations, economic 
considerations, societal shifts and geopolitical 
events. Scenario planning helps to identify oppor-
tunities and risks in multiple future states and plan 
strategies to adapt to the different scenarios. In-
volving diverse stakeholders in this process is es-
sential for ensuring a comprehensive view and 
identifying potential blind spots. 
 
Multi-stakeholder Impact Assessment: This in-
volves deliberations between diverse stakeholders 
with the purpose of building consensus around po-
tential impacts and proposed solutions. The nodal 
agency assessing or governing the technology must 
bring stakeholders from government, industry, ac-
ademia and civil society to participate in conversa-
tion and consensus-building. The need for such 
mechanisms is more pronounced in a rapidly 
changing technology environment, as conventional 

governance mechanisms fail to keep up with the 
pace of technology advancement (Hagemann et al. 
2018). Reddy and Naik (2025) propose a frame-
work for identifying stakeholders across govern-
ment, market, individual, and societal groups, high-
lighting their primary concerns and the tensions be-
tween them. Similarly, Clarke and Michael (2024) 
introduce a framework for multi-stakeholder risk 
assessment that involves conducting multiple par-
allel risk assessments from the viewpoints of vari-
ous stakeholders and integrating these perspec-
tives into a consolidated overview. Such multi-
stakeholder impact assessment frameworks are 
underutilised in practice and have the potential to 
address significant gaps in current assessment 
practices. 
 
Sandboxing: Regulatory sandboxes help to create 
an environment that facilitates the development, 
testing and validation of technology in a controlled 
environment before deployment in real-world sce-
narios. This approach aims to improve compliance, 
share best practices, contribute to regulatory 
learning, and foster innovation. The World Bank has 
developed a guide for policymakers and regulators 
covering key considerations for designing and im-
plementing a sandbox (Jeník and Duff 2020). The 
Reserve Bank of India has implemented regulatory 
sandboxes in fintech that can prove useful in 
providing feedback for evidence-based policy, alt-
hough they might not replace other multi-stake-
holder mechanisms such as consultations 
(Shashidhar 2023). 

2.3  TIA for Peace and Stability 
 In general terms, the practice of TIA for peace and 
stability has emerged in a large variety of types or 
formats, with varying degrees of secrecy or 
transparency, at various stages in the development 
and maturation of a target technology, for various 
durations, or including a single stakeholder or 
several. Moreover, there are many distinctions 
between TIA undertaken with respect to concepts 
of stability (as in the stability of cyberspace or 
stability of a technological balance of power), and 
TIA undertaken in support of peace (reducing war 
risks and/or uncertainty through analyses related 
to the dictates of deterrence or a geostrategic 
balance of technological power). 
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One of the most notable examples of TIA for peace 
and stability has been the US National Security 
Commission on Artificial Intelligence (NSCAI 
2021), which over several years addressed issues 
of deterrence and warfighting, alongside peace-
time technological political competition with great 
power rivals, and foundational US technological 
power. Set up in 2018 by the US Congress, it was 
co-chaired by Eric Schmidt (former CEO of Alpha-
bet) and Robert Work (former Deputy Secretary of 
Defence) and included 15 Congressional appoin-
tees, representing technical specialists, business 
executives, academic leaders, and international 
security professionals.  
 
The commission championed transparency in its 
operations, holding five public plenary sessions 
over 15 hours of deliberations that were streamed 
live online and archived on the NSCAI website. The 
commission responded to over two dozen Free-
dom of Information Act requests and released 
more than 2,500 pages of material. Additionally, it 
posted over 700 pages of draft materials for public 
review and comment. With a view to building con-
sensus on recommendations, the Commission en-
gaged with a wide range of stakeholders, including 
civil society, private sector, government groups, 
ethicists, technologists, national security strate-
gists, warriors, diplomats, academics, and entre-
preneurs.  
 
Of note, a critique of the Commission published 
one month after the release of the Final Report 
identified several shortcomings. The author ob-
served the dominance of the military superiority 
ambitions of the US, the fact that it is in an “ines-
capable arms race with China”, and that autono-
mous weapon systems developed “in the interests 
of the United States” are inevitable (Suchman 
2021). The author observed that “[t]here is no 
space devoted to considering alternatives to the 
expansion of a national security strategy based on 
US military and technological dominance  — for ex-
ample, through greater investment in humanitarian 
aid and international diplomacy”. She called on 
Congress and the US President’s Office of Science 
and Technology Policy to critically review the Com-
mission’s recommendations and subject them to 
debate “in a forum that opens the discussion to a 
broader range of expertise and visions for greater 
security”. 

In the same year the report was published, the 
chair of the Commission, Eric Schmidt, set up a 
new bipartisan, non-profit organisation to continue 
the Commission's work, the Special Competitive 
Studies Project (SCSP). The focus was to expand 
the focus of public policy beyond national security 
to support for the US in winning the ‘techno-eco-
nomic competition’ (https://www.scsp.ai/). This is 
one area where the notion of dual-use technolo-
gies is highly relevant to any TIA-related discus-
sions. 
 
We can identify several important dimensions that 
have featured in TIA work related to peace and sta-
bility or national security, broadly defined, in the 
past decade.  

2.3.1 Geopolitical Considerations 
Narratives around technology sovereignty, supply 
chain security and technostrategic autonomy have 
become more prominent. Policy efforts are fo-
cused on removing bottlenecks, outpacing rivals, 
or even denying access to crucial building blocks 
for the technology. For instance, the recently an-
nounced AI Diffusion Framework (Heim 2025) and 
America First Investment Policy (United States 
2025b) are examples of some such initiatives that 
aim to sustain and enhance the global AI domi-
nance of the US. 
 
Drezner (2024) argues that post 9/11, the scope of 
national security has continuously expanded to in-
clude everything from climate change to artificial 
intelligence to critical minerals. With this expand-
ing scope, Drezner points out that political and 
market incentives exist to label something as hav-
ing national security implications, and bureaucratic 
incentives work against downgrading it. When eve-
rything is considered strategic, nothing can be pri-
oritised. A more discretionary approach to what is 
strategic or critical may be required. This discus-
sion paper attempts to articulate the approaches 
towards critical emerging technologies and peace 
and stability in Australian and Indian policy con-
texts. But these definitions have a very broad am-
bit, and further refinement is required. 
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2.3.2 Technology maturity 

Technological progress typically follows an S-
curve, moving through the stages of scientific dis-
covery, invention, commercialisation, adoption 
and commoditisation. During the early stages of 
discovery and invention, an understanding of the 
opportunities and risks of the technology is still 
evolving. As technology becomes commercialised 
and adoption increases, the understanding of its 
impact improves; however, the scale of that impact 
is also greater. NASA’s technology readiness levels 
(Mankins 2009) are a type of measurement system 
used to assess the maturity level of a particular 
technology. While the system was developed for 
the assessment of space technologies, the classi-
fication is applicable and useful for discussing 
technology development stages and helps guide 
decision-making in other technologies as well. 
 
However, when it comes to technologies that have 
diffused across various segments of society, the 
TIA should not be limited to a linear dimension of 
technology maturity but should also include addi-
tional dimensions of technology diffusion and tem-
poral evolution of its impact. The impact assess-
ment of a technology could be different when its 
usage is higher than when it is lower. Similarly, as 
technologies become more embedded within soci-
etal structures and practices, their consequences 
often unfold gradually. Therefore, effective TIA 
must be longitudinal, even after the technology has 
reached maturity. This approach enables a more 
nuanced understanding of both immediate and la-
tent effects, ensuring that assessments remain re-
sponsive to the shifting relationship between tech-
nology and society. 
 
For instance, the widespread adoption of semicon-
ductors has led to the emergence of implications 
that were not evident in earlier stages, even 
amongst trailing-edge chips. This illustrates that 
the scale and context of usage can generate new 
and unforeseen consequences. Similarly, the soci-
etal impact of social media usage among children 
only became apparent over time, as prolonged ex-
posure revealed behavioural, psychological, and 
developmental effects. These examples under-
score the importance of adopting a longitudinal 
perspective in Technology Impact Assessment, 
recognising that certain impacts may surface only 

after extended periods of interaction with the tech-
nology. 
 
2.3.3 Comparison with existing 
 technologies 

When a technology is being assessed, it is helpful 
to compare its impact to its selection environment, 
i.e., alternatives or what it replaces. This includes 
practical considerations such as cost-effective-
ness, increase in capabilities, long-term potential 
and environmental impact. However, the subtler 
effects of the impact on norms and behaviour are 
equally important, as new technologies could have 
a disruptive impact on them. As Postman (1993) 
posited in his book Technopoly, “Technology is not 
just additive; it is ecological”, it can fundamentally 
alter the environment and everything in it. For in-
stance, social media has changed not only how we 
connect with each other but also introduced chal-
lenges like mental health issues, political polarisa-
tion, misinformation, cybercrimes, a digital divide, 
privacy concerns and altered societal norms and 
behaviours. 
 
2.3.4 Social and environmental 
 impact 

The adoption of new technologies may have signif-
icant effects on society and the environment. Its 
adoption might lead to winners and losers, with 
some groups benefiting from increased productiv-
ity and opportunities, whereas others might face 
reduced opportunities or job displacement. It might 
also exacerbate inequalities along existing fault 
lines, such as socio-economic, gender, or digital di-
vides.  
 
Beyond economic impacts, technologies also in-
fluence social, behavioural or cultural norms in 
ways that are not always obvious. This is clearly 
demonstrated by social media’s impact on society 
and politics. Similarly, the environmental impact is 
equally significant. Technology adoption might re-
quire raw materials, energy, water and other re-
sources and might generate pollution during its 
lifecycle. The ecological footprint might disrupt 
ecosystems and threaten biodiversity. Under-
standing both the negative and positive impacts of 
technology is essential for responsible adoption.  
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The broad framings we have seen from Australia 
and India on critical technologies do not grant a 
clear direction as to methodologies for conducting 
TIA of particular individual technologies or of their 
strategic impacts operating in combination with 
other factors. Key statements involving Australia 
and India on critical technologies, such as the bi-
lateral statement (India MEA 2020a) and the Quad 
statement from the White House (United States 
2021), do not provide any guidance on the sort of 
TIA that might be used for capabilities affecting 
peace and stability. The bilateral statement ap-
pears to consider security interests that are con-
fined to a “stable and secure cyberspace”. The 
United States (2021) refers in broad terms to “fos-
tering an open, accessible and secure technology 
ecosystem, based on mutual trust and confi-
dence”. This approach emphasises transparency 
and trust as the main criteria for TIA with respect to 
critical technologies, rather than focusing on defi-
nitions of peace and stability. 
 
Neither Australia nor India has the resources to un-
dertake such an assessment for every one of the 
technologies they have identified as critical tech-
nologies. This is an even more important consider-
ation when we consider the numerous and diverse 
subfields of new areas, such as quantum sensing 
(Austin 2024).  
 
Moreover, some TIAs typically have more limited 
purposes than others. Some are intended to shape 
national defence industry priorities or choices 
about national subsidies, such as choosing be-
tween high funding levels for quantum sensing or 
artificial intelligence. Other TIAs have more expan-
sive purposes that include assessments of the im-
pact of inter-state deterrence on a set of intelli-
gence-related technologies (space ISR, command 
and control, combat analysis) that affect decision 
advantage in wartime or crisis. This latter case 
would involve the ecosystem impacts of diverse 
technologies as applied in military posture and 
readiness levels, and not simply assumed ad-
vantages of one country in a number of unin-
tegrated and separate technologies. Converging 
technologies at every level- systems, networks, 
services, applications, data play a significant role in 
determining technology impact assessment in a 
holistic manner, not piecemeal. 
 

At the outset of the project, the most credible ap-
proaches to TIA for a candidate technology affect-
ing peace and stability are: (1) those that are more 
comprehensive, assessing multi-sector inputs, 
outputs and outcomes; and (2) those that are more 
granular assessing sub-fields and applied technol-
ogies rather than the basic science of broad cate-
gories, such as quantum sensing or artificial intelli-
gence. 
 

2.4 Foundational Benchmarks 

We conclude that it is probably not useful to set 
rigid guidelines for how a country might undertake 
TIA affecting peace and stability. However, we can 
identify several aspects of how the terms of refer-
ence for a TIA might be constructed for the most ef-
fective outcomes. We can identify benchmarks for 
TIA around a range of metrics: 
 

● an appropriate balance in focus between 
a very broad class of technology and spe-
cific sub-fields where the impacts are dis-
crete from other sub-fields (such as facial 
recognition tools within the broad class of 
AI technologies) 

● depth and granularity of consultation with 
specialists; 

● breadth and depth of stakeholder consul-
tation; 

● recognition of the central place of the so-
cial, political, legal, and economic im-
pacts; 

● comprehensiveness of analysis, including 
international and alternative views; 

● timeliness; 
● high relevance to policy for peace and sta-

bility; 
● a clear ethical framework. 

 
Then, depending on how well a specific TIA ap-
proach achieves those benchmarks,  we can as-
sess its quality as advanced, intermediate or basic. 
An advanced TIA would meet all these benchmarks 
quite convincingly. A basic TIA would meet only a 
few. 
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3.  Mechanisms for TIA in 
 Australia and India 
Australia and India have had quite different ap-
proaches to TIA for peace and stability, as a result 
of divergent priorities in domestic government pol-
icy, development models, the character of their in-
novation systems, governance systems and strate-
gic policy.  

3.1  Australia 

Australia’s recent practice of TIA has concentrated 
on health and agriculture, but this work has in-
cluded some national security aspects. Some of 
this work is reflected in the Horizon-Scanning se-
ries of reports on technology conducted by the 
Australian Council of Learned Academies, a peak 
body for scholarly fellowship. Conducted over the 
period 2017-2022, this series began with agricul-
tural technology and energy but then moved into 
precision medicine and synthetic biology and 

across to AI and the internet of things. The Horizon 
Scanning series was commissioned by Australia’s 
Chief Scientist (ACOLA 2017, 2018, 2019, 2020). 
ACOLA continues to work on technology futures 
and impacts in seminars, conferences and individ-
ual reports.  
 
Australia has a network of institutions and diverse 
formal processes for impact assessment of critical 
technologies through the lens of peace and stabil-
ity. These assessments have informed decisions 
that range from AI governance frameworks, coun-
ter-terrorism policy, setting development priorities 
for the intelligence community, cybersecurity, 
arms control, and infrastructure bans for foreign 
equipment (e.g., broadband network and 5G wire-
less). 
 
Table 2 below provides a list of TIA examples from 
Australia, along with the associated actors, the 
technology under assessment and the main con-
cern the TIA is addressing. 
 

 
Table 2: Illustrative List of Australian Technology Assessments Relevant to Peace and Stability 

 

Technology Actors Main concern  Product 

AI Parliament 
Government 
Industry 
Community 

National security “Select Committee on Adopting Artificial Intelligence: Final 
Report”  
(Australia Senate 2024a) 

AI Government 
agencies, 
Research  
specialists 

Peace and 
Stability 

“Australia’s Submission to the United Nations Secretary-Gen-
eral’s Report on Lethal Autonomous Weapons Systems”  
(Australia 2024) 

Telecoms  
security (5G) 

Government 
Parliament 
Industry 
Community 
Allies 

National security “Review of the Telecommunications and Other Legislation 
Amendment Bill 2016” 
(Australia Parliament 2017) 

Quantum CSIRO  
(Government 
Research) 

National security “Growing Australia’s Quantum Technology Industry” 
(Australia CSIRO 2020) 

Advanced  
technology 

Intelligence 
Research  
specialists 

National security “Social Science Research and Intelligence in Australia”  
(Withers et al 2019) 

Data  
economics  

National  
(Australia) 

Digital economy 
and security 

“Australia’s data and digital dividend Inquiry report”  
(Australia Productivity Commission 2023) 
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As the list suggests, TIA conducted by the parlia-
ment, non-executive agencies of the government, 
and non-government bodies are more accessible. 
There are certainly many undertaken by the govern-
ment that are never mentioned in public or receive 
only scant attention.  
 
One benchmark for the ideal situation was laid 
down by the Science Minister, Barry Jones, who 
took office in 1983 as part of the Labour Party Gov-
ernment. He said his Party had committed to set-
ting up a new Office of Technology Assessment: 
  

“Technological sovereignty then, is the first 
step in minimising unfortunate side effects of 
technologies. Our platform set out others, no-
tably public information and the establish-
ment of two assessment and information bod-
ies - an Office of Technology Assessment and 
a Commission for the Future. Information, 
open discussion and control of technological 
destiny are the essential elements in ensuring 
a future in which technological change occurs 
in a way which is both acceptable to the indi-
vidual and beneficial to the community as a 
whole” (Jones 1983).  

 
While successive governments over four decades 
have not set up an office of technology assess-
ment, there are many reasons why Jones’ argument 
holds true today and is even more pertinent. That 
said, what matters most may be that governments 
commit to certain standards, rather than the pre-
cise format of a government agency assigned task. 
Jones emphasised the primacy of people-centred 
technology assessment, both at the individual and 
community levels. 
 
In Australia, the practice of TIA for critical emerging 
technologies affecting peace and stability is under-
developed. This has been illustrated very well by a 
RAND report commissioned by the Defence Sci-
ence and Technology Group (DSTG) (Dortmans et 
al. 2023). The task was to “develop an analytical 
framework to support the prioritisation of [Critical 
Technologies of National Interest] CTNI” (Dort-
mans et al. 2023, p. ix). There was a blend of na-
tional security issues with those of industry devel-
opment, but with a focus on an international crisis, 
in the event that Australia might not be able to 

count on the regular supply of these technologies 
that prevails under normal conditions. 
 
Despite the report not using the language of peace 
and stability, it certainly addressed the terrain. The 
report noted the Australian government’s definition 
of CTNI as “current and emerging technologies 
with the capacity to significantly enhance, or pose 
risk to, our national interests (economic prosperity, 
social cohesion and/or national security)” (Aus-
tralia, CPTCPO 2021, p.1). The report correctly 
identified tensions between the country’s needs in 
these three different domains. It said that “The 
competing policy objectives of security, prosperity 
and social cohesion suggest the need for a technol-
ogy assessment for CTNI that is distinct from (but 
related to) parallel efforts in the Department of De-
fence, which primarily focuses on security” (Dort-
mans et al. 2023, p. xii). It identified a broad range 
of factors outside of technical considerations that 
should be influential in technology assessment, 
given their interdependence with technical as-
pects. These included infrastructure, workforce, 
supply chains and international competition. The 
report argued for a consistent, transparent and 
functional decision framework that can be opti-
mised to the circumstances of the day. 
 
The report advised the government to adopt a flex-
ible methodological approach to assessing tech-
nologies for their relevance to the CTNI criteria: 
 

“given that the nature of the policy environ-
ment is highly interdependent and both con-
text- and time-dependent. There is no single 
optimal solution. Rather the result will be a 
‘best fit’, given the circumstances of the day 
and the shifting perspectives of those making 
the assessments” (Dortmans et al. 2023, p. 
xii).   

 
TIA mechanisms in Australia have included na-
tional security reviews, commissioned reports, 
standard-setting initiatives, and public inquiries. 
Unlike the US, where many public inquiries have 
addressed technology competition at a geopolitical 
level, Australian TIAs that have been published 
with open access have more often taken a domes-
tic national security (stability) angle. Where the 
Australian investigations have crossed into geopo-
litical issues, these efforts have emulated those of 
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the US in attempting to counter authoritarian agen-
das. 
 
Australia did set up the Critical Technologies Policy 
Coordination Office (CTPCO) in the Department of 
Prime Minister and Cabinet (PM&C) to provide co-
ordinated, whole-of-government advice on tech-
nology developments, opportunities and risks, and 
to recommend actions to promote and protect the 
development and deployment of critical technolo-
gies. The Unit was subsequently assigned to the 
Department of Industry, Science and Resources 
and in our view lost something of the whole-of-gov-
ernment perspective in favour of more narrow fo-
cus on economic and industrial policy. 
 
The primary actors in Australian TIA can be listed as 
follows, while recognising that for any single TIA, 
there will be a variety of combinations, interacting 
through formal and informal relationships: 

• Committees of the national parliament 
• Intelligence agencies (ASD, ASIO, DIO)  
• Executive departments (Defence, Foreign 

Affairs, Industry) 
•  Non-executive agencies (DSTG, CSIRO) 
• Specialist groups (National Academies, 

universities, think tanks) 
• Industry groups 
• Non-governmental organisations (Elec-

tronic Frontiers Australia).  
 

3.1.1  Committees of the National 
 Parliament 

Reports by committees of the Australian parlia-
ment come closest to consistent best practice in 
TIA of critical technologies for peace and stability, 
in terms of criteria such as comprehensiveness, 
specialist depth, stakeholder consultation, and 
transparency.  
 
The best example is from 1989, when the Senate 
Committee on Foreign Affairs, Defence and Trade 
published its report on Visits to Australia by nu-
clear-powered or armed vessels: Contingency 
planning for the accidental release of ionising radi-
ation (Australia Senate 1989). The report, over 670 
pages, was unprecedented in Australian parlia-
mentary history for its technical depth, political 
breadth and considerate treatment of radical 

views. It has not been surpassed in these respects. 
Moreover, that inquiry has not been surpassed by 
any in Australia for the seriousness and gravity of 
the immediate risks to peace and stability posed by 
public attitudes to critical technologies. For more  
information on the nuclear warships inquiry, see 
Section 4 of this paper on case studies.  
 
The role of the parliamentary committees in critical 
technologies affecting peace and security sub-
sided until the beginning of the war on terror after 
2001 and then accelerated again after 2011 when 
political relations between Australia and China, 
and later Australia and Russia, began to break 
down. Interest further accelerated as US President 
Trump initiated the technology war with China be-
ginning in 2018. 
 
Almost all of these reports addressed general pol-
icy settings for critical technologies as a group, ra-
ther than an investigation into granular technical 
detail or sub-fields. For example, the Senate Select 
Committee on Adopting Artificial Intelligence ta-
bled its report in December 2024. The inquiry was 
conducted in less than one year with 245 public 
submissions, and 72 witnesses. Wide coverage of 
economic, business and social impacts, as well as 
some national security issues. There were only 
seven references to the term “national security” 
and none to “peace” or “stability”. There is little 
analysis of the details of how any aspect of AI spe-
cifically impacts national security issues. In an-
other 2024 report, “Supporting Sovereign Capabil-
ity in the Australian Tech Sector”, by the Senate Fi-
nance and Public Administration Reference Com-
mittee, there was almost no technology assess-
ment to speak of (Australia Senate 2024c). 
 
Many parliamentary inquiries canvassed critical 
technology issues as a very small part of a bigger 
economic policy agenda. This can be seen in the 
government’s response to a committee report on 
shutdown of the 3G mobile network (Australia Sen-
ate 2024d). Passing references to technology im-
pacts on privacy have featured in parliamentary 
bills amending telecommunications legislation to 
counter terrorist threats. In spite of its leading posi-
tion in Australia as the best single source of tech-
nology assessments available to the public and in-
volving many stakeholders, the parliament remains 
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somewhat timid in this area. For example, in its in-
quiry into the use of 5G in Australia, the House of 
Representatives Standing Committee on Commu-
nications and the Arts (Australia House of Repre-
sentatives 2020, p. vii) operated under a terms of 
reference that deemed matters relating to national 
security to be “out of scope for this Committee”. 
 
The Defence Intelligence Organisation (DIO) is the 
primary source for assessment of foreign technol-
ogies affecting kinetic war-fighting, while the Aus-
tralian Signals Directorate (ASD) leads on assess-
ment of technologies affecting cyberspace. In 
2022, Australia established the Cyber and Critical 
Technology Intelligence Centre, a multi-agency ini-
tiative within the Office of National Intelligence an-
nounced in March 2022 (Australia ONI n.d.). This 
centre aims to produce novel cyber and technology 
insights to inform complex government decision-
making and harnesses cyber and technology ex-
pertise to produce all-source intelligence assess-
ments. The establishment of this dedicated intelli-
gence centre reflects Australia's assessment that 
technological developments require specialised 
monitoring and analysis for national security impli-
cations.   

3.1.2  Executive departments 
The Defence Department, primarily through ASD 
and its DSTG, has the primary responsibility for as-
sessing future impacts of most technologies 
through a function described as “technology fore-
sight”. DSTG assesses emerging and disruptive 
technologies, prioritising military readiness and 
asymmetric capabilities under the Defence innova-
tion, science and technology strategy (Australia 
DSTG 2024). In 2022, DSTG also established a 
function called “Socio-Technical Futures Analysis” 
to assess the societal implications of emerging and 
potentially disruptive technologies (Australia DSTG 
2022). The focal points of its modest funding an-
nounced in 2022 were to be as listed below (ren-
dered verbatim), but there has been negligible pub-
lic reporting under this functional descriptor since 
2022: 
 

1. concepts and theories that integrate or 
otherwise account for the interplay be-
tween emerging and potentially disruptive 
technologies and society; 

2. comparative analysis of the consideration 
of social factors in international ap-
proaches to critical technology foresight; 

3. analytical models for assessing the socie-
tal impact of emerging and potentially dis-
ruptive technologies; 

4. methodologies for designing, developing 
and deploying technologies in a socially-
responsible manner; 

5. social analysis of technological conver-
gence; and 

6. the role of technology in preserving social 
cohesion in times of insecurity. 

 
While it is difficult to find post-2022 activities by 
DSTG under this exact descriptor, DSTG continues 
to conduct horizon scanning and futures analysis in 
activities the banners of Emerging Futures and 
Emerging Disruptive Technology Assessment Sym-
posium (EDTAS). These symposia involve DSTG 
partnering with universities and industry to deliver 
workshops and various keynote presentations. 
These annual events, which have the aim of future-
proofing Australian Defence, could be seen as TIA 
of a kind but it is difficult to evaluate their lasting in-
fluence. 
 
The Department of Industry, Science, Energy and 
Resources (DISR) leads the development and 
maintenance of Australia’s “List of Critical Tech-
nologies in the National Interest”. DISR coordi-
nates public consultations, defines priority fields 
(e.g., AI, quantum, and advanced manufacturing), 
and aligns the list with strategic goals like eco-
nomic growth, supply chain resilience, and sover-
eign capability. The agency revised the list in 2023 
to focus on seven high-impact technology fields, 
informed by academic and industry input, while 
collaborating with security entities like the Defence 
Science and Technology Group. DISR also inte-
grates the list into broader initiatives such as the 
National Reconstruction Fund to drive investment 
in critical tech sectors. DISR manages standards 
development, including through international 
standard-setting bodies. But it is difficult to discern 
exemplars of advanced TIA as outlined in Section 2 
of this paper. 
 

https://parlinfo.aph.gov.au/parlInfo/download/committees/reportrep/024373/toc_pdf/TheNextGenFuture.pdf;fileType=application%2Fpdf
https://parlinfo.aph.gov.au/parlInfo/download/committees/reportrep/024373/toc_pdf/TheNextGenFuture.pdf;fileType=application%2Fpdf
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3.2  India 

The priorities for technology assessment in India 
have evolved significantly since the country gained 
independence. Beginning in the 1970s, the move 
toward institutionalisation of TIA concentrated 
more on the health and environment sectors than 
on broader international integration and it was 
largely practised as an intra-governmental process 
(Jha-Thakur and Khosrav 2021). TIA became man-
datory in 1994 for new nuclear energy projects.  In 
2017, The Department of Health Research (DHR) 
under the Ministry of Health and Family Welfare in-
itiated a pilot program on Health Technology As-
sessment in April 2017, which led to the formal ap-
proval and establishment of the Office of Health 
Technology Assessment (HTAIn 2025). 

India has embraced technology adoption, recog-
nising its potential for socioeconomic uplift of its 
citizens. However, historically, there has been cau-
tion and scepticism surrounding the adoption of 
technology. In his book, Midnight’s Machines, Arun 
Sukumar (2019) highlights that Jawaharlal Nehru, 
India’s first Prime Minister, was hesitant to intro-
duce everyday technologies that could directly en-
hance the lives of ordinary people, fearing that they 
might overwhelm or disadvantage marginalised 
communities.  

Additionally, India’s access to technologies neces-
sary for nation-building and national security has 
been influenced by international relations and po-
litical circumstances. For instance, during the Cold 
War, export controls limited access to Western 
technologies because of India’s non-aligned 
stance and its ideological proximity to the USSR. 
Furthermore, India’s tightly-controlled and central-
ised economy before the liberalisation reforms of 
the 1990s, also hindered technology adoption. 

In this environment, the practice of TIA in India, es-
pecially regarding issues that pertain to peace and 
stability, has often lacked broad public deliberation 
and dissemination. With India currently pursuing 
ambitious national programmes such as the Indi-
aAI Mission, National Quantum Mission, and Na-
tional Mission on Interdisciplinary Cyber-Physical 
Systems, alongside pushing for rapid adoption of 
Digital Public Infrastructure, the need for robust TIA 
mechanisms to guide informed policy and deci-
sion-making has increased dramatically over the 
past decade. The dual-use nature of emerging 
technologies and geopolitical tensions surrounding 
their diffusion also make TIA indispensable as a 
tool for stability maintenance.  

Table 3 below provides a list of TIA examples in the 
Indian context. 

Table 3: Illustrative List of Indian TIA affecting Peace and Stability 
 

Technology Actors Main concern Key Product 

Quantum NITI 
Data Security Council of India 

National security “Quantum Computing: National 
Security Implications & Strategic 
Preparedness”  
(India NITI AAYOG 2025)  

AI MeitY 
Office of PSA 
Inter-ministerial Advisory Group 
Subcommittee (from government, ac-
ademia, industry and think-tanks) 

Technology governance 
Trustworthiness and 
accountability of AI sys-
tems 

AI Governance Guidelines Report: 
Recommendations of the Sub-
Committee on AI Governance and 
Guidelines Development 
(IndiaAI 2025) 

Quantum DST PMSTIAC Capacity building National Quantum Mission 
(India 2024a) 

Outer space ISRO Safety 
Security 
Sustainability 

“Indian Space Situational Assess-
ment Report 2023”  
(India 2024b) 

IT RBI Cybersecurity “Master Direction on Information 
Technology Governance, Risk, 
Controls and Assurance Prac-
tices” (India RBI 2023) 
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India adopts a more distributed approach to TIA 
compared to some countries that have dedicated 
parliamentary bodies for this purpose. TIA func-
tions are typically conducted by various executive 
departments, such as line ministries, government 
advisory bodies and sectoral regulators. These or-
ganisations usually conduct broad consultations 
with stakeholders, including academia, industry or-
ganisations and think tanks, even though the pri-
vate sector often expresses dissatisfaction with 
the intensity of these engagements, citing a lack of 
consistency and depth. 

Whilst many line ministries conduct formal and in-
formal TIA, the key agencies that oversee different 
aspects of governance of critical technologies af-
fecting peace and stability are the National Security 
Council, the Department of Science and Technol-
ogy (DST), Ministry of Electronics and Information 
Technology (MeitY), Department of Space, Depart-
ment of Telecommunications and the Ministry of 
External Affairs. 

For matters pertaining to defence and national se-
curity, the National Security Council (NSC), operat-
ing under the Prime Minister's Office, assumes the 
coordinating responsibility for TIA, reflecting the 
sensitivity assigned to this sector. The Defence Re-
search and Development Organisation (DRDO), 
which is under the Ministry of Defence, also works 
on emerging technologies. 

As a nodal agency responsible for orchestrating 
long-term national security planning and fostering 
inter-agency coordination on critical security mat-
ters, the NSC operates as a key advisory body. It is 
headed by the Prime Minister, supported by the Na-
tional Security Council Secretariat, and includes 
various wings to address diverse security chal-
lenges: 

• National Security Advisor (NSA): The 
NSA is the Prime Minister's principal 
advisor on security and strategic mat-
ters and oversees the functioning of 
the NSC. 

• Strategic Policy Group (SPG): With 
NSA as the Chairperson, the SPG 
comprises the Cabinet Secretary, 
Secretaries of Defence, Home, Exter-
nal Affairs and Finance departments, 
heads of military, intelligence services 

and key scientific establishments and 
NITI Aayog. The SPG is the apex deci-
sion making organ of the NSC. 

• National Security Advisory Board 
(NSAB): Comprising a panel of do-
main experts from diverse fields both 
within and outside the government, 
the NSAB provides independent anal-
ysis and strategic recommendations 
on national security issues. 

• Joint Intelligence Committee (JIC): JIC 
coordinates intelligence inputs from 
Research and Analysis Wing, Intelli-
gence Bureau and military intelligence 
agencies. 

• The NSC is also the nodal agency 
from India for the Quad Critical and 
Emerging Technologies (CET) Working 
Group. 

DST is the nodal department for formulating sci-
ence and technology policies, promoting scientific 
research and development, and supporting indige-
nous technology development. It has a mandate to 
work with various stakeholders to study emerging 
technologies and provide policy advice. It currently 
supports several mission-mode programmes, 
such as those on cyber-physical systems and 
quantum. The department established the Policy 
Research Cell (PRC) programme in 2013 with the 
aim of providing public policy support for strength-
ening the Science, Technology and Innovation (STI) 
ecosystem in India. The programme operates 
through the establishment of DST Centres for Pol-
icy Research (DST-CPR), DST Satellite Centres for 
Policy Research (SPR) and the DST STI Policy Fel-
lowship Programme. 

MeitY is responsible for formulating regulations re-
lated to digital technologies, cybersecurity, artifi-
cial intelligence and data protection. Its initiatives 
are mainly related to national economic develop-
ment of critical technologies (Digital India pro-
gramme, IndiaAI Mission, and Indian Semiconduc-
tor Mission). 

The Department of Space, working primarily 
through the Indian Space Research Organisation 
(ISRO), has oversight of R&D in the sector. It has 
established several expert committees and work-
ing groups comprising scientists and engineers 



 

20  

from within the organisation, government research 
organisations like DRDO, and academic institutes 
for technology evaluation and mission-mode pro-
jects like the Mars Orbiter Mission. It established 
the Indian National Space Promotion and Authori-
sation Centre (IN-SPACe) in 2020 to act as a nodal 
agency to facilitate private sector participation in 
the space domain. 

The Department of Telecommunications (DOT) ad-
dresses the impact of emerging technologies like 
5G, 6G, AI, and IoT mainly from the industrial devel-
opment point of view. The Telecom Technology De-
velopment Fund (TTDF), set up under the Universal 
Services Obligation Fund (USOF) of the DOT, pro-
motes research in emerging technology domains. 

The Ministry of External Affairs established the 
New, Emerging and Strategic Technologies (NEST) 
Division in 2020 to coordinate India’s engagement 
in global technology discourse. 

Sectoral regulators in India conduct domain-spe-
cific TIA. While the general focus of such TIA is as-
sessing the impact on market stability, consumer 
protection, competition, and overall sectoral de-
velopment, they also encompass aspects related 
to peace and stability. Other regulators with a stake 
in critical technologies for peace and stability in-
clude the Reserve Bank of India (RBI), the Atomic 
Energy Regulatory Board (AERB), and the Direc-
torate General of Civil Aviation (DGCA), for regulat-
ing the civil aviation sector. 

Several government agencies outside of the exec-
utive branch play coordinating and advisory roles 
across various technology initiatives. 

The National Institution for Transforming India (NITI 
Aayog) is India's premier policy think tank. It shapes 
policy direction for technology governance. Its initi-
atives include the NITI AAYOG Frontier Tech Hub 
(NITI-FTH) to foster engagement with experts 
across industry, academia and the government to 
assess the impact of emerging technologies, and 
the Science and Technology Division to strengthen 
India's STI ecosystem. 

The Office of the Principal Scientific Adviser (PSA) 
serves as the chief authority for providing prag-
matic and objective advice to the Prime Minister 
and the Cabinet on matters related to STI. It is sup-
ported by the Prime Minister's Science, Technol-
ogy, and Innovation Advisory Council (PM-STIAC). 

This council is chaired by the PSA and comprises 
eminent experts across diverse domains from both 
within and outside of the government, with the 
heads of key government departments serving as 
special invitees. It is an overarching council that as-
sists the PSA's office in understanding challenges 
and formulating interventions.  

The empowered Technology Group (ETG), chaired 
by the PSA, comprises the heads of Atomic Energy 
Commission, Space Commission, DRDO and the 
departments of Electronics & Information Technol-
ogy, DoT and DST, the ETG is further supported by 
a Technology Advisory Group (TAG) comprising of 
experts from academia and industry. It operates on 
three main pillars: Policy Guidance, Procurement 
Support, and R&D Support. 

India has also followed the practice - now less fre-
quently observed - of constituting expert panels to 
provide guidance on technology governance. Some 
examples include the AI Task Force in 2017, Justice 
B.N. Srikrishna Committee in 2018 and Non-Per-
sonal Data Governance Framework Committee in 
2019. 

Traditionally, the Indian government has relied 
heavily on the expertise available in public aca-
demic institutes for support with expertise in 
emerging technologies. Institutions such as the In-
dian Institute of Science (IISc) and the Indian Insti-
tutes of Technology (IITs) have long served as key 
knowledge partners for various ministries and de-
partments. Whilst there has been a gradual open-
ness in government for collaboration with private 
academic institutions, such engagements remain 
limited. 

As Indian industries continue to mature and in-
creasingly match global standards, they have de-
veloped significant expertise across various 
emerging technologies. This growing technical ca-
pacity positions them well to provide informed, 
strategic support to the government in shaping 
technology-related policies. Traditional industry 
bodies like Confederation of Indian Industries (CII), 
Federation of Indian Chambers of Commerce & In-
dustry (FICCI) and Associated Chambers of Com-
merce and Industry of India (ASSOCHAM) continue 
to support the government in various policy-making 
aspects and have constituted sector-specific 
wings. Meanwhile, sector-specific industry bodies 
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in domains of emerging technologies, like the Na-
tional Association of Software and Service Compa-
nies (NASSCOM) in IT, the Data Security Council of 
India in cybersecurity, the Association of Biotech-
nology Led Enterprises (ABLE) in biotechnology 
and the Indian Space Association (ISpA) in space, 
are actively involved in policy advocacy and offer-
ing support to the government with policy formula-
tions. 

The Indian government, historically, has collabo-
rated primarily with government-funded think tanks 
for policy research, advisory support as well as 
technology assessment. However, the advent of 
privately funded think-tanks in the last couple of 
decades has contributed to the policy discourse by 
introducing independent perspectives, diverse skill 
sets and a multi-disciplinary approach. While their 
involvement varies in scale and formality, think 
tanks increasingly shape the narrative and sub-
stance of technology governance, particularly in ar-
eas where institutional capacity within the govern-
ment is still evolving. 
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4.  Case Studies  
In this section, we provide a brief analysis of the 
prominence of TIA in the development of policy in 
Australia and India addressing the impacts of four 
technology classes: (1) nuclear accident manage-
ment, (2) AI, (3) aerial drones, and (4) advanced tel-
ecommunications (5G and 6G). For each technol-
ogy chosen, we offer a brief overview of the inter-
national interests that are engaged from the point 
of view of peace and stability. We comment briefly, 
as appropriate, on the benchmarks we identified in 
the report for understanding what might constitute 
an advanced TIA, as opposed to basic or interme-
diate. These are: the depth and granularity of spe-
cialist input; recognition of the central place of the 
non-technical social, political, and economic im-
pacts; breadth and depth of stakeholder input; the 
comprehensiveness of analysis, including interna-
tional and alternative views; timeliness; and high 
relevance to policy for peace and stability.  

4.1 Nuclear Accident 
Prevention and 
Management 

For both Australia and India, their cooperative se-
curity policies for peace and stability have ac-
corded nuclear issues an extremely high priority 
according to distinct national interests. Both have 
given a high priority to technologies that can either 
prevent nuclear accidents or mitigate their impact. 
The two countries have addressed these quite dif-
ferently and we have chosen two distinct case 
studies that are linked by those policy challenges. 
For Australia, we have chosen the case of technol-
ogy assessment for safety regimes and detection 
technologies associated with nuclear powered 
warships and submarines. For India, since it oper-
ates civil nuclear reactors, with 24 in operation and 
18 more under construction or being planned, we 
have chosen the case of cyber security in nuclear 
plants. 
 
Nuclear technologies have been a topic of cooper-
ative diplomacy in support of peace and stability for 
at least six decades, as manifested in the creation 
of the International Atomic Energy Agency (IAEA) in 
1957 and the Nuclear Non-Proliferation Treaty of 
1967. (For links to nuclear disarmament treaty 

texts in one location, see UNODA, n.d.). Australia 
and India have quite different positions on most of 
these regimes. For example, a legally binding inter-
national treaty on radioactive waste safety, the 
Joint Convention on the Safety of Spent Fuel Man-
agement and on the Safety of Radioactive Waste 
Management, entered into force on 18 June 2001, 
with Australia as a party and India not. (For links to 
nuclear safety treaties in one location, see IAEA 
2025.) On the other hand,  India has signed a signif-
icant number of safeguards agreements with nu-
clear technology and fuel suppliers, such as the EU 
India treaty of 2020 (India MEA 2021). 
 
A strong policy foundation for including nuclear 
safety as a case study in this paper can be found in 
the nuclear cooperation agreement signed by the 
two countries in 2014. It is premised on mutual 
“commitments to achieve the highest standards of 
radiation and nuclear safety based on a scientific 
approach, operating experience and best prac-
tices, as well as to ensure that the use of radiation 
and atomic energy in all its applications is safe for 
the health of radiation workers, members of the 
public and the environment” (Department of For-
eign Affairs and Trade 2014, p. 2). In Article II of the 
agreement, there is specific mention of coopera-
tion in “Technological Advancements”. The text of 
the agreement recalls the several multilateral trea-
ties on nuclear safety to which both countries are 
party: the Convention on Nuclear Safety, signed in 
1994; the Convention on Assistance in the Case of 
a Nuclear Accident or Radiological Emergency, 
signed in 1986; and the Convention on Early Notifi-
cation of a Nuclear Accident, also signed in 1986.  
 
While nuclear technologies themselves do not fig-
ure in the typical lists of critical technologies issued 
by either Australia or India, the two governments 
depend on emerging and critical technologies in re-
lation to management and security of nuclear ma-
terials. This is a well-researched topic and covers 
fields like “advanced surveillance and monitoring 
systems, cybersecurity and digital protection, non-
destructive evaluation techniques, physical secu-
rity enhancements, [and]  nuclear material …. fo-
rensics" (Shubayr 2024). The IAEA International 
Conference on Nuclear Security (ICONS) in 2024 
dedicated a plenary session to the impact of 
emerging technologies. The head of the Australian 

https://www.sciencedirect.com/topics/computer-science/monitoring-system
https://www.sciencedirect.com/topics/computer-science/monitoring-system
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Government’s Safeguards office was a lead pre-
senter in that session and later identified emerging 
technologies, such as “artificial intelligence, au-
tonomous systems and quantum technologies”, as 
important to nuclear security and relevant interna-
tional regimes (Australia ASNO 2024, p. 15). 
 
4.1.1 Australia 

Statements by the Australian Government on criti-
cal technologies policy first established in 2020 do 
not make any references to nuclear power or the 
prevention of nuclear accidents involving nuclear-
powered ship visits. On the other hand, the govern-
ment has always regarded these issues as the high-
est policy priority, essential or crucial. The 2024 
statement from the head of ASNO on critical tech-
nologies mentioned above makes an explicit con-
nection between critical emerging technologies 
and nuclear safety.  
 
Between 1985 and 2025, Australia has been en-
gaged in public-facing assessments of nuclear-re-
lated technology impacting its own defence poli-
cies, as well as the stability of global regimes and 
regional arrangements. The defining aspect of 
these assessments was the potential impact on 
the Australia/US military alliance that has been in 
place since 1955 under the ANZUS Treaty. The 
public-facing assessments, conducted mostly by 
the national parliament, were complemented by 
many internal government analyses (which have 
rarely been shared in any detail with the parliament 
or the public).   
 
The nuclear issues that have forced the pace on na-
tional sentiment have been recurring though with c 
less intensity as time wore on: 
 

• export of uranium 
• possible development of nuclear power 

stations in Australia 
• visits by nuclear-powered warships 
• creation of the South Pacific Nuclear 

Weapons Free Zone under the Treaty of 
Rarotonga (signed in 1985), latest signa-
tory 5 March 2025 

• safety aspects of the acquisition by Aus-
tralia of nuclear-powered submarines un-
der the 2021 AUKUS agreement. 

 

This short case study does not address all of these 
reference points but concentrates on community 
safety aspects of the presence in Australia of nu-
clear-powered and nuclear armed warships in the 
mid-1980s and review after 2021 of the community 
safety aspects of nuclear fuels used in submarines 
operated by Australia, the US or the UK. 
 
The report from the Australian parliament on con-
tingency planning for safety aspects of nuclear-
powered or nuclear-armed warships to Australia 
(Australia Senate, 1989) has been the most com-
pelling example of stakeholder consultation in Aus-
tralia for TIA in support of peace and stability. The 
inquiry over three years by the Senate Standing 
Committee on Foreign Affairs, Defence and Trade, 
received 102 submissions from the community, 
specialists and government. The investigation was 
not rushed; it undertook extensive stakeholder and 
specialist consultations, and it was comprehen-
sive, with the report extending to more than 600 
pages. 
 
The stated aim of the inquiry when it began in 1986 
was to develop standard procedures to apply 
throughout Australia for safety management during 
visits of these warships. The Committee pro-
ceeded on the basis of a mission to educate the 
Australian public, since it believed that there was a 
“widespread lack of accurate information in the 
Australian community on the subject matter of the 
inquiry” (Australia Senate 1989, p. 7). The real 
agenda was of much higher strategic significance 
as discussed below. Another reason for including 
this as a case study is that the Committee recom-
mended a continuing process of TIA in support of 
ongoing emergency planning:  
 

“the Commonwealth Government produced a 
document containing all the necessary scien-
tific background on naval nuclear reactors; the 
nature of the potential hazards resulting from 
accidents involving the reactors which the 
plans have to address; and other background 
information which is common to all the plans. 
The document should be suitable for incorpo-
ration in, or attachment to, individual port 
safety plans” (p. xiii). 
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One purpose of the inquiry, from the point of view 
of the major political parties, was to defuse nega-
tive public attitudes in Australia to the nuclear as-
pects of the Australia-US military alliance. Another 
purpose, and one that fits the peace and stability 
focus of this paper very well, was to shore up posi-
tive attitudes in the South Pacific region toward the 
continuation of visits by nuclear-powered warships 
(NPW) or ships carrying nuclear weapons, or trans-
its of such ships through the maritime areas of the 
region. 
 
The inquiry established political acceptance of a 
continuing need for review of nuclear safety tech-
nologies, both in support of a stable international 
order and to address persistent community con-
cerns, around visits by such warships. The “De-
fence Operations Manual (OPSMAN 1) Visits to 
Australia by Nuclear–Powered Warships” is still in 
force though with revisions, having codified the 
Senate report’s recommendations. These included 
a 42-day advance notice for NPW visits to allow 
safety preparations and to regularise mandatory in-
terventions by state-led port safety organisations 
during the visits. The Environmental Radiation 
Monitoring Program recommended by the report 
became mandatory. This involved pre-visit base-
line measurements of natural radiation; real-time 
gamma radiation detection activity during visits; 
and post-visit seawater and sediment sampling to 
detect releases. 
 
The continuing relevance of this TIA is demon-
strated by the fact that in 2023, the Australian De-
partment of Defence reissued its latest version of 
the official policy on managing such visits: “De-
fence Operations Manual (OPSMAN 1)” (Australia 
Defence 2023). The update reflects assessments 
of improvements in technology for radiation detec-
tion. 
 
The main limitation of the inquiry was budgetary. 
Senate committees had not previously undertaken 
an inquiry of such magnitude. Each committee only 
had a staff of around three to five, usually none spe-
cialised in the work of most inquiries. Expenses for 
the work usually only covered a small number of 
committee hearings, commonly held in selected 
state capitals and the national capital, and occa-
sional support to one or two specialist consultants 
with appropriate expertise. To augment the limited 

expertise on nuclear matters within the small staff, 
the Committee appointed two technical special-
ists to assist it: the Head of the Nuclear Plant 
Safety Unit in the Australian Nuclear Science and 
Technology Organisation (ANSTO), and a naval of-
ficer. Both served as channels for the flow of spe-
cialist information from their agencies to the Com-
mittee.  
 
Their expertise was supplemented by the special-
ist knowledge available to the Committee through 
research by the very small Secretariat of 2-3 non-
specialist people and by the specialist opinion con-
tained in a number of the submissions to the Com-
mittee. The quality of the final report was due in no 
small part to the meticulousness of the small com-
mittee staff and the dedication of the small number 
of Senators serving on the committee in 1988 
through to 1989. None of them were specialists in 
the field. Nevertheless, as mentioned above, the 
report has shaped Australia’s safety frameworks 
for visits by these warships to the present day, in-
cluding through continuous reassessment. Its rec-
ommendations led to rigorous risk assessment 
protocols, enhanced monitoring systems, and in-
stitutionalised interagency coordination. There 
have been a number of direct and enduring influ-
ences of the report. For example, the report proba-
bly contributed to the creation in 1999 of the Aus-
tralian Radiation Protection and Nuclear Safety 
Agency (ARPANSA), which became the regulatory 
authority of nuclear technologies, leaving ANSTO 
to concentrate on missions related to management 
of the nuclear sector.  
 
The political context of the inquiry helps under-
stand the forces driving it and the need for it to in-
clude fine technical detail, which has not been 
common in parliamentary committee reports. After 
national elections in 1987, the Australian Senate 
had two members of the Nuclear Disarmament 
Party, which was a focal point for opposition to vis-
its by these nuclear related warships. The Commit-
tee was under pressure to deliver a report that 
would neutralise such opposition. Over several 
years prior, the Australian government had taken a 
leading role in developing the Treaty of Rarotonga 
for a Nuclear-Free Zone in the South Pacific, signed 
in 1985, to try to defuse escalating opposition at 
home and in the regions to the ship visits. In 1984, 
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Australia’s only formal multilateral military alli-
ance, ANZUS, began to unravel after New Zealand 
banned nuclear-powered and nuclear-armed war-
ship visits, leading to the suspension by the US of 
its security guarantee to New Zealand. In 1985, 
French secret service agents bombed and sank the 
Greenpeace boat, Rainbow Warrior, in Auckland 
harbour prior to its planned departure for a protest 
at the French nuclear weapons testing site at Muru-
roa atoll in the French territory of Polynesia. 
 
The assessment of nuclear safety became the sub-
ject of further parliamentary inquiry several times 
after 1989 in the Joint Standing Committee on Trea-
ties (JSCT) for the review of several safeguards 
agreements and other treaties touching on nuclear 
safety. The inquiries involved some public consul-
tation (Australia Parliament 2001). JSCT did review 
the 2014 Australia India nuclear cooperation 
agreement (Australia Parliament 2015). 
 
The most notable set of subsequent deliberations 
given the impact of the 1989 Senate committee re-
port came in 2024, also in the Joint Standing Com-
mittee on Treaties looking at Australia/US nuclear 
powered submarines (Australia Parliament 2024). 
The time frame for the inquiry was truncated. On 12 
August 2024, the Committee invited submissions 
to be made no later than 2 September 2024. This 
was an extremely short time frame for review, con-
sidering the gravity of the issues being addressed. 
It received 260 submissions and delivered its re-
port in November. The 2024 report (p. 5) noted the 
grave sensitivity of some aspects of its inquiry, es-
pecially naval nuclear propulsion information and 
technology, and “therefore the maintenance of mu-
tually determined information security policies”. 
On the other hand, the Committee called for the 
government’s approach to nuclear waste to be as 
transparent and consultative as possible (p. 27). 
  
While supporting the conclusion of the AUKUS 
Treaty, the Committee recommended that the gov-
ernment elevate the priority attached to “commu-
nity and worker consultation, engagement and 
public transparency” as it developed plans for 
managing, transporting and storing nuclear waste 
from the submarines (Australia Parliament 2024a, 
p. ix). It also recommended that the government 
make public “advice published by the Australian 

Naval Nuclear Power Safety Regulator … within a 
timely fashion to enhance transparency” (p. ix). 
 
In releasing this report, the Committee Chair, Lisa 
Chesters MP, emphasised the need for continuous 
public information by the government and continu-
ing parliamentary scrutiny (House of Representa-
tives 2024). Chesters said the aim would be “to in-
clude expanding and enhancing community educa-
tion activities to inform the community on how AU-
KUS will benefit Australia and help to dispel a num-
ber of emerging AUKUS myths”. 
 
There is a stark difference between the way in 
which the Treaties Committee conducts its work, 
which is normally just a few months in each case, 
and the ways in which a Standing Committee can 
operate, usually taking more than a year in more 
complex cases, as in the 1989 report on visits by 
nuclear powered warships.   
 
The report also made several references to the in-
ternational legal commitments of Australia in this 
field, thereby underscoring the continuing high rel-
evance of the peace and stability diplomacy to 
management of nuclear materials inside Australia. 
 
Thus, we can conclude that the Senate report of 
1989 on safety of nuclear power warships is prob-
ably the closest Australia has come to an advanced 
level of TIA on a critical technology affecting peace 
and stability. On the basis of the 2024 report, we 
can also conclude that the parliamentary commit-
tees remain an important reference point for Aus-
tralian TIA especially with regard to stakeholder 
consultation and foundational ethical approaches.  

4.1.2 India 
India’s cooperative diplomacy in the nuclear 
sphere is multi-dimensional. For this paper we look 
at TIA for the cyber security of Indian nuclear facili-
ties as a topical case study. An Indian think tank has 
assessed cyber technologies, and the emerging in-
novations in them as “having the highest probability 
of threat to nuclear security”, just ahead of “insider 
threats, which can arise from cybersecurity 
breaches” (Rajagopolan et al. 2024, p.25). The re-
port specifically mentioned innovations outside cy-
bersecurity: “radiation detection, and emergency 
response systems offer capabilities to pre-empt, 
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detect, and mitigate potential risks” (p. 49). Nu-
merous Indian sources, including the government 
and policy researchers, have highlighted the cen-
tral role of diplomacy in mitigating the cyber risks to 
nuclear stability (see for example Saikhu 2024). 
 
India participated in the Nuclear Safety Summit in 
2014 at the Hague, at which a policy paper was pre-
sented on the importance of enhanced cyber secu-
rity at nuclear power plants, including through a 
peer review process led by the International Atomic 
Energy Agency (IAEA) (Austin et al. 2014). In 2015, 
India volunteered for an IAEA review of safety of its 
civil power generators (IAEA 2015). There is a pub-
lic report of the assessment, but it does not men-
tion cyber security, though the peer review process 
at that time certainly had the option of including 
cyber security assessment. A report from an Indian 
think tank around that time, had paid considerable 
attention to cyber threats in the nuclear sector (Ra-
jagopolan et al 2016). It reported such threats were 
being “addressed by the Computer Information and 
Security Advisory Group (CISAG)” (p. 50). There is 
almost no information in the public domain about 
cyber security in India’s civil nuclear sector at that 
time.  

The IAEA does not appear to have conducted a peer 
review or inspection of cybersecurity at Indian nu-
clear plants. India’s several IAEA peer reviews have 
focused on physical and operational safety, not 
cyber threats. 

After a North Korean cyber attack on a civil nuclear 
facility in 2019, the Indian government undertook a 
number of reassessments of the cybersecurity of 
its nuclear systems (India Rajya Sabha 2022). We 
can presume that this would have included the po-
tential of new hacking technologies, including AI-
based tools. Measures assessed by the Indian gov-
ernment included “authorisation, authentication, 
and access control techniques, stringent configu-
ration management, and surveillance”, as well as 
“improving internet and administrative intranet 
connectivity, restricting the use of portable de-
vices, and limiting access to specific websites and 
IP addresses”. The agency leading the assess-
ments was the Computer & Information Security 
Advisory Group (CISAG) – DAE, supported by the 
Indian Computer Emergency Response Team 
(CERT-In).  
 

According to the DAE, the cyber security infrastruc-
ture in India’s nuclear facilities follows design prin-
ciples and guidelines set up by the Task force for In-
strumentation and Control Security (TAFICS), the 
CISAG, and CERT-IN (India DAE 2022). These 
agencies rely ultimately on standards and guide-
lines that are derived in large part from IAEA stand-
ards. The government has undertaken a range of 
other measures. For example, in 2021, the Ministry 
of Power issued the Central Electricity Authority 
(CEA) Guidelines that mandated cyber security 
plans (CSP) for all power-generating facilities, in-
cluding nuclear plants (India CEA 2024). But it has 
not released a single in-depth report assessing the 
impacts of cyber technologies on nuclear safety. 
Its output is mainly through sectoral guidelines, 
such as CEA 2021, and internal audits. CISAG-DAE 
conducts audits, but findings remain classified. 
There have been authoritative reports from else-
where (Mallick 2019; Mohan 2021), but few would 
meet the standards of wide public consultation en-
visaged in a typical TIA. CEA further issued draft 
regulations for cyber security in the power sector in 
2024 (India CEA 2024) soliciting public feedback. 
But there is no information available on the Author-
ity’s conducting wide-ranging stakeholder consul-
tations since that time.  

There would appear to be considerable room for In-
dia to undertake more public-facing TIA for the ef-
fects of critical and emerging technologies on nu-
clear safety given the grave consequences for of a 
major nuclear accident for community safety, na-
tional security and India’s peace and stability diplo-
macy.  

4.2 Artificial Intelligence 
AI as a technology category has many subfields 
which present distinct challenges for TIA. The more 
established subfields include machine learning 
(ML), computer vision, and natural language pro-
cessing (NLP). Emerging subfields include rein-
forcement learning (RL), generative AI, and self-su-
pervised learning. Frontier sub-fields include cut-
ting-edge innovations such as neuromorphic com-
puting (brain-inspired hardware) and federated AI 
(decentralized learning). AI applications often rely 
on the integration of several of these subfields. 
Most countries regard AI as a potentially decisive 
technology for many fields of endeavour, including 
the diplomacy of peace and stability. In almost all 
countries, the practice of TIA to address the many 
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applications of these diverse subfields of AI is a re-
cent and still maturing undertaking, to the extent it 
exists at all. 
 
Subfields can be distinguished by the type of AI 
technology used, such as those named above, or 
by the purpose. For assessment of impact, a focus 
on the purpose or mission of the use of the technol-
ogy may be more important. Table 4 lists different 

examples of such a purpose for peace and stability. 
The list suggests that TIA in the field of AI for peace 
and stability will be granular as to the purpose and 
sub-technologies of AI used. Generalised studies 
that assess the potential influences of AI on inter-
national security are assessing potential and not 
impact.     

 

Table 4: Current uses of AI sub-technologies for a Peace and Stability Purpose 

AI Sub-Technology / Machine Application for Peace & Stability 

AI-enabled satellite imagery analysis Monitoring ceasefire lines, arms movements, disaster impacts 

AI-powered early warning systems Predicting conflict outbreaks, resource-driven disputes 

non-weaponised surveillance drones Monitoring ceasefire violations, peacekeeping patrols 

AI-based social media monitoring  Detecting hate speech, disinformation, incitement to violence 

automated ceasefire monitoring sensors  Acoustic/visual sensors to detect gunfire or explosions  

AI-driven humanitarian logistics platforms  Optimising aid delivery in conflict/post-conflict zones 

AI-enabled facial recognition for access control Securing peacekeeping bases, refugee camps 

AI-powered cyber defence systems Protecting critical infrastructure from cyber attacks 

AI-assisted document analysis Supporting arms control treaty verification, open-source intelligence 

AI-driven environmental monitoring platforms  Detecting illicit mining/logging that is funding violent actors 

AI-enhanced mine detection robots Clearing landmines for civilian safety  

AI-based disease outbreak prediction  Preventing health crises in fragile states 

AI-enabled border surveillance (non-lethal) Monitoring migration, trafficking, and arms smuggling  

AI-driven data fusion for situational awareness  Integrating multisource data for peacekeeping operations 

AI-based human rights violation detection  Analysing media, satellite, and social data for abuses 

AI-assisted crisis mapping platforms Real-time mapping of violence, displacement 

AI-enabled emergency communication bots  Disseminating verified information in conflict zones  

AI-powered supply chain tracking Monitoring conflict minerals, arms embargo compliance 

Sources: Amani Africa (2025); SIPRI (2025); Tuvdendarjaa (2025); DigitalDefynd, (2024): Arms Control  
Association,(2024); Giovanardi (2024) 
 

 4.2.1 Australia 

The national parliament has been the main source 
of public-facing impact assessment of AI at the 
whole-of-country level in Australia. While other ef-
forts have been substantial, they have focussed on 
selected aspects, few of which come under the 
purview of peace and stability as defined in this pa-

per. The main exception is Australian diplomacy re-
lated to potential international regimes regulating 
lethal autonomous weapons systems (LAWS). Do-
mestically, the Department of Industry, Science 
and Resources has developed and is responsible 
for Australia’s voluntary AI Ethics Principles. On the 
diplomatic front, Australia supports the OECD 
Principles for trustworthy AI adopted in 2019 and 
updated in 2024 (OECD 2024). Australia supports 
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the Global Partnership on AI (GPAI) of which it was 
a founding member in 2020.  

Prior to 2024, Australia’s approach to technology 
assessment for AI was characterised by an evolu-
tion from sector-specific pilots and risk frame-
works toward coordinated, whole-of-government 
policies and independent oversight. This included 
work by the Australian Taxation Office (ATO), the 
Digital Transformation Agency (DTA), and the Com-
monwealth Scientific and Industrial Research Or-
ganisation (CSIRO). The quality of part of that effort 
was assessed by the Australian National Audit Of-
fice (ANAO) in a review of the ATO, judged to be the 
most advanced civil sector organisation in its use 
of AI (Australia ANAO 2025). The Report found a 
number of gaps in assessment and subsequent 
regulatory effort (p. 6). For example, by August 
2024, the ATO had only completed data ethics as-
sessments for 26% of its AI models in use. The au-
dit recommended improvements in risk manage-
ment, information management, and the develop-
ment of a comprehensive AI policy (pp. 12-13). 
 
In October 2024, the Digital Transformation Agency 
(DTA) released a pilot AI assurance framework to 
guide agencies through the impact assessment of 
AI use (Australia DTA 2024). The framework, pi-
loted across government agencies, outlined when 
and how to conduct impact assessments, includ-
ing criteria based on project cost (over $10 million), 
their potential for more than insignificant harm, the 
potential for materially influencing decision-mak-
ing, and the absence of human review for key out-
puts. The discussion of risk factors in the guidelines 
is directed to human impacts of the sort that the 
basic concept of TIA emerging in the 1970s in the 
US was intended to address. It laid the groundwork 
for more systematic, risk-based TIA across govern-
ment as a normal part of assurance processes for 
AI systems. 
 
The first major report addressing whole-of-country 
interests came when the Senate Select Committee 
on Adopting Artificial Intelligence (AI) issued its fi-
nal report in November 2024, focusing on the neg-
ative influence of high-risk applications on democ-
racy and workplace safety, as well as intellectual 
property rights (Australia Senate 2024a). The com-
mittee received 245 public submissions and held 
six public hearings, all but one in Canberra. One of 
the many forms of AI which it identified as relevant 

to its inquiry was AI frontier models: “capabilities 
that could severely threaten public safety and 
global security” through the design of chemical 
weapons, exploiting vulnerabilities in safety-criti-
cal software systems, or synthesising persuasive 
disinformation at scale. In its submission to the in-
quiry, the Department of Home Affairs saw severe 
national security risks presented by AI (Australia 
Senate 2024a, p. 168). The main civil service trade 
union made a specific proposal (p. 56) for creation 
of a federal parliamentary Office of Technology As-
sessment. The report made 13 recommendations 
covering the need for transparent AI impact as-
sessments, stronger ethical and legal guardrails, 
greater public engagement and education, and 
support for innovation balanced by risk mitigation 
(Australia Senate 2024a, pp. xv-xvi).  

The same committee on AI also published an In-
terim Report in October 2024 exploring how gener-
ative AI could influence electoral processes and 
undermine public trust in democratic institutions, 
including through algorithms fostering divisiveness 
in the country (Australia Senate 2024b). It exam-
ined regulatory gaps and proposed policy re-
sponses, such as mandatory guardrails for high-
risk AI applications and voluntary labelling of AI-
generated materials. It assessed that generative AI 
tools enable foreign actors and malicious entities 
to create "realistic though artificial content in-
tended to deceive the public" at unprecedented 
speed and scale, exacerbating risks to social cohe-
sion. 

The Parliamentary Joint Committee on Intelligence 
and Security reported on its review of the use of AI 
by Australian intelligence agencies at the request 
of the Australian government as part of the Com-
mittee’s annual review of the administration of the 
agencies for the 2022–23 financial year (Australia 
Parliament 2025a). The AI aspects of this inquiry 
did not involve consultations with public interest 
groups. The submissions received from intelli-
gence agencies, supplemented by reports from the 
IGIS and ANAO, were classified and therefore not 
publicly available. However, the Inspector-General 
of Intelligence and Security (IGIS), ONI, and ANAO 
publicly released unclassified versions of their 
submissions. The terms of reference required the 
committee to review, inter alia: 



 

29  

• ethical and responsible management of AI, 
ML and Bio Intelligence systems  

• strategic workforce planning 

The Joint Committee of Public Accounts and Audit 
(Australia Parliament 2025b) issued a report in 
2025, titled “Inquiry into the Use and Governance 
of AI by Public Sector Entities: Proceed with Cau-
tion” (Australia Parliament 2025b). It focused on 
the governance of AI systems in Commonwealth 
entities, highlighting risks such as inadequate da-
tasets, biases, disinformation, and sovereign risks. 
The inquiry received 46 submissions and 11 sup-
plementary submissions containing responses to 
questions from the Committee or taken on notice 
at public hearings. The Committee held two public 
hearings.  

Its report, “Proceed with Caution”, noted (p. 41) 
that “disinformation, propaganda and foreign inter-
ference, and electoral interference” are important 
risks that arise from the use of AI. The final recom-
mendation was for the parliament to establish a 
“statutory Joint Committee on Artificial Intelligence 
and Emerging Technologies” for it to have fully ef-
fective oversight of how the Government and the 
APS are managing the impacts of AI. Submissions 
to the committee referenced AI’s dual-use poten-
tial in defence and cyber warfare, the impact of au-
tonomous weapons systems in lowering thresh-
olds for conflict escalation, reduced human over-
sight in targeting decisions, and the risks of algo-
rithmic bias misidentifying civilian infrastructure. 

The committee’s process included extensive pub-
lic submissions, expert testimony, and analysis of 
international best practices. It highlighted the lack 
of a “clear APS-wide picture” of AI deployment and 
called for coordinated, transparent reporting and 
assessment mechanisms across the public sector 
(Australia Parliament 2025b, p. 10). The committee 
noted that while agencies like the ATO and CSIRO 
had adopted AI for tasks ranging from compliance 
to disaster prediction, there was no consistent, 
sector-wide approach to technology impact as-
sessment or risk management. 

Australian academic and think tank analysis of AI 
impacts on peace and stability has been substan-
tial, though somewhat focused on electoral misin-
formation, erosion of institutional trust, and foreign 

interference. Policy recommendations have ad-
dressed legal reform to ensure AI systems serve 
the public interest, particularly in education, em-
ployment, civic participation and the development 
of frameworks to prevent AI from undermining 
democratic processes.  

There appear to be unaddressed community anxie-
ties about AI. A University of Queensland survey 
found that 80% of Australian respondents ranked 
AI’s catastrophic risks (e.g., cyberattacks, unem-
ployment) as significant risks, alongside pandem-
ics and nuclear war (Noetel, Saeri, Graham 2024). 
The survey uncovered several disparities between 
public and government priorities. The Australian In-
stitute of International Affairs warns that advanced 
AI could become a “synthetic WMD” through cog-
nitive warfare: AI-driven propaganda altering hu-
man belief systems at scale. 

The closest Australia has come to TIA for AI affect-
ing peace and stability has been its involvement in 
international deliberations for control of lethal au-
tonomous weapon systems (LAWS). The process 
has included substantial and regular consultation 
with or submission from Australian specialists and 
interest groups, for example, the Australian Human 
Rights Commission. This is a continuing set of ac-
tivities. An overview can be found in the Inquiry into 
the Defence Annual Report 2022-23 with Chapter 
5 dedicated to AI and LAWS (Australia Parliament 
2024b).   

While the government opposes proposals for new 
treaties to govern LAWS, Australia has participated 
in all formal UN meetings since 2016 and has 
hosted cross-regional expert meetings in Sydney to 
share best practices on legal aspects. Australia pri-
oritises its alliance interests over more internation-
alist perspectives proposed by some domestic in-
terest groups, such as the Human Rights Commis-
sion (a statutory body completely independent of 
the government). 

Australia appears to have undertaken only modest 
levels of TIA on AI where multi-stakeholder per-
spectives and public facing engagement have been 
prominent, and that is especially the case for mat-
ters affecting peace and stability. While numerous 
analyses have been published by Australian spe-
cialists, policy analysts and business interests, the 
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scope has been rather general and focused more 
on potential than on observed impact.  

4.2.2 India 

India’s large and prosperous ICT economy has led 
it to move robustly on developing frameworks for 
assessments on diverse aspects of AI. The bulk of 
the effort has come from government agencies and 
some industry groups.  

In June 2018, the government’s premier policy re-
search centre, the National Institute for the Trans-
formation of India (NITI), which had replaced the 
Planning Commission set up in 1950, published 
“The National Strategy for Artificial Intelligence” 
(NSAI), suggesting that it was a foundation study for 
India’s efforts that would need wider consultations 
and consensus building to further develop (India 
NITI AAYOG 2018, p. 7). This set the tone for a com-
prehensive consultative approach to the assess-
ment of the potential for AI in India and principles of 
its use. While preparing this report, there was sub-
stantial consultation with specialists, including 
from the domestic and international private sector. 
NITI AAYOG undertook a pilot analysis in sectors 
like health and agriculture. It declared that India’s 
“strengths and characteristics” would help posi-
tion it “among leaders on the global AI map” (India 
NITI AAYOG 2018, p. 5). The NSAI set the goal of 
being a national leader in developing ethical ap-
proaches for the use of AI and committed itself to 
working with a diverse group of stakeholders, in-
cluding socialists, officials, the commercial sector, 
public sector organisations, and citizens.  

Following the practice of other leading countries, 
NITI AAYOG published the Principles of Responsi-
ble AI (India NITI AAYOG 2021), laying out seven 
broad principles: (1) safety and reliability; (2) inclu-
sivity and non-discrimination; (3) equality; (4) pri-
vacy and security; (5) transparency; (6) accounta-
bility; and (7) protection and reinforcement of pos-
itive human values. The attention to transparency, 
privacy and human values set the scene for future 
technology assessments to be consultative and 
multi-stakeholder. NITI AAYOG published several 
additional guideline papers, such as Operationalis-
ing Principles (India NITI AAYOG 2021). The paper 
focused on the role of government intervention to 
drive responsible AI adoption in social sectors, in 

partnership with the private sector and research in-
stitutes.  

One example of the sort of TIA for AI that India was 
set to undertake was released in 2022 and it was 
the first use case undertaken by India: “Responsi-
ble AI for All: Adopting the Framework – A use case 
approach on Facial Recognition Technology” (India 
NITI AAYOG 2022, p. 1). The report revealed con-
sultations with some private sector interests and 
government agencies (pp.-iii), but this was on a 
very limited scale. There was little effort to estab-
lish a broader set of stakeholders.  

The IndiaAI Mission is the government’s flagship 
programme for strengthening India’s AI ecosystem 
and has a budget outlay of Rs 10,372 crore (A$161 
million) across its seven pillars (India MeitY 
2024a). A significant share, around 44%, is di-
rected toward building domestic computing capac-
ity. An innovation centre and startup financing each 
account for 19% of the budget, while the remainder 
is distributed among future skills, an application 
development initiative, a datasets platform, and a 
safe and trusted AI initiative. Some of these focus 
on building domestic computing capacity and in-
digenous models addressing Indian use cases, 
which seem to be a response to the influence of ge-
opolitical developments such as restrictions on ex-
port of chips and AI models. 

To coincide with the launch of the IndiaAI Mission, 
MeitY, in collaboration with UNESCO, organised a 
series of multi-stakeholder workshops across the 
country on different aspects of the IndiaAI Mission 
(India MeitY 2024b). 

There is a lack of comprehensive regulation in India 
for managing the broad risks associated with AI. In 
2024, the office of the Principal Scientific Advisor 
(PSA) set up a multistakeholder Advisory Group in-
cluding representatives from relevant ministries 
(IndiaAI 2025, pp. 1-2). The Advisory Group was 
tasked with providing guidance on AI governance 
and offering insights for the necessary regulatory 
oversight to enable sustainable and ethical devel-
opment of AI technologies. Under the guidance of 
the Advisory Group, a Subcommittee on ‘AI Gov-
ernance and Guidelines Development’ was consti-
tuted to provide actionable recommendations for 
AI governance in India. The Subcommittee’s man-
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date was to examine key issues related to AI gov-
ernance in India, conduct a gap analysis of existing 
frameworks, and propose recommendations for a 
comprehensive approach to ensure the trustwor-
thiness and accountability of AI systems in India. 
The sub-committee issued its first guidelines in 
2025 to initiate a comprehensive multi-faceted 
programme of stakeholder consultation engaging 
government, private sector and community inter-
ests.  The report on AI Governance Guidelines pro-
poses a Technical Secretariat to enhance state ca-
pacity to govern AI and voluntary disclosure and 
compliance requirements, but its implementation 
is uncertain (IndiaAI 2025). Institutions such as the 
Centre for Responsible AI, established at IIT 
Madras, focus on highlighting the risks and harms 
of AI adoption (IIT 2023). Overall, while a lot of the 
state effort is aimed at enabling AI innovation in In-
dia, more effort can be directed at building the re-
quired governance capabilities and performing 
technology assessments to anticipate the impact 
of AI adoption. 

The Ministry for Electronics and Information Tech-
nology (MeitY), the nodal agency for technology 
regulation in India has preferred a light-touch ap-
proach to AI governance while focussing on creat-
ing an enabling environment for innovation (Mo-
hanty and Sahu 2024). Some sectors, such as fi-
nance and health, have seen specific regulations 
and compliance requirements. For instance, the 
RBI has formed a panel to review AI adoption in fi-
nancial services, survey best practices in govern-
ance globally, and recommend a compliance 
framework (India RBI 2024). Similarly, the ICMR 
Ethical Guidelines provide principles for AI devel-
opment and deployment in healthcare (ICMR 
2023). In 2024, NASSCOM launched the Devel-
oper’s Playbook for Responsible AI in India, which 
led to a multistakeholder effort to establish a sec-
tor agnostic risk mitigation framework (NASSCOM 
2024).  

In stark contrast to the light-touch approach, an ad-
visory was issued in March 2024 requiring the gov-
ernment’s permission before deploying certain AI 
models in India to prevent algorithmic discrimina-
tion and the spread of deepfakes. The advisory 
drew sharp criticism from the industry about regu-
latory overreach and was subsequently withdrawn 
(Barik 2024). This has been attributed to differing 
views within the government (Mohanty and Sahu 

2024). For instance, the Prime Minister’s Economic 
Advisory Council published a report describing AI 
as a “complex adaptive system” which required 
proactive regulatory intervention (Sanyal et al. 
2024).  

More specifically for the peace and stability 
agenda, India has been highly visible in the UN work 
on LAWS beginning during the 2014-2016 Informal 
Meeting of Experts and subsequent Group of Gov-
ernmental Experts. This has involved multi-sector 
and specialist consultation through mechanisms 
established in the defence portfolio, such as the AI 
Task Force on National Security and Defence, set 
up in 2018, chaired by N. Chandrasekaran, a leader 
of Tata Sons, comprising 17 members from the 
armed forces, academics, government research 
organisations, and industry, including the National 
Cyber Security Coordinator. With a remit for mili-
tary development, it also addressed dual use as-
pects. It led to the creation of a Defence AI Council 
which has overseen a variety of technology assess-
ments, including ethics and algorithmic accounta-
bility. There has only been a limited amount of con-
sultation with civil society. Beyond the works on 
LAWS or on AI-enabled facial recognition, there ap-
pear to be no prominent multi-stakeholder public-
facing analyses in India with any granularity on the 
impact of AI subfields on peace and stability. 

4.3 Aerial Drones 
The rapid take-up of aerial drone technology and its 
many impacts on peace and stability make it an 
ideal candidate for a case study of TIA for a critical 
emerging technology, albeit one whose novelty and 
criticality is due more to newly-devised applica-
tions than to breakthroughs in basic science. One 
set of breakthroughs that has mattered with drones 
is, as noted above in Table 4, the expansion of uses 
associated with AI. Drones certainly affect peace 
and stability diplomacy, which includes interna-
tional regimes as well as the protection of interna-
tional obligations on civil and political rights. A clear 
indication of this can be seen in the advocacy of the 
regulation of drones in maintaining the peace and 
stability objectives of the Antarctic Treaty (Chen 
and Wu 2024). Another international regime where 
drones have been regulated for peace and stability 
is in the model safety regulations for uncrewed aer-
ial systems (AUS) adopted by the International Civil 
Aviation Organisation (ICAO 2014). 
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4.3.1 Australia 
 
The introduction of aerial drones, also known as 
uninhabited aerial vehicles (UAVs), into the Aus-
tralian landscape attracted attention from defence, 
government agencies, regulating bodies, large 
commercial organisations, non-government organ-
isations, the media and citizens. Australia was one 
of the first countries to regulate remotely piloted 
aircraft systems (RPAS) in 2002, with the Civil Avi-
ation Safety Authority (CASA) introducing legisla-
tion under Civil Aviation Safety Regulations Part 
101 (Norton Rose Fullbright 2016). Foundational 
technology assessments involving widespread 
consultation and comprehensive technical analy-
sis do not appear to have been undertaken at the 
time.  
 
CASA continued to introduce significant amend-
ments to rules with respect to drone operators 
(Clarke & Moses 2014), such as in September 2016 
to cover all recreational, sub-2 kg commercial, and 
commercial drone operations. There has been con-
tinued pressure on CASA to regulate drones as sig-
nificant advances in the technology have been 
made, and they are also widely accessible, while 
the price of autonomous drones has markedly 
dropped, making them affordable by a greater num-
ber of entities. But CASA primarily focuses on 
safety and airspace management, and aspects re-
lating to peace and stability have been addressed 
in occasional references in inquiries by parliamen-
tary committees.   
 
The earliest inquiry was by the House of Represent-
atives Standing Committee on Social Policy and 
Legal Affairs (Australia House of Representatives 
2014). It focused on domestic regulation and pri-
vacy issues. One submission raised the positive 
impact on safety of reporters in war zones (p.10). 
The report explicitly excluded from its purview mil-
itary uses (p. 3), going so far as to use the term “re-
motely piloted aircraft” instead of “drones”. This 
decision was made at industry arguing to avoid as-
sociation with the US policy of targeted killing using 
drones (p. 4). 

The first public-facing and broadly consultative TIA 
into international security aspects of drones affect-
ing peace and stability came in an inquiry from the 
Senate Foreign Affairs, Defence and Trade Refer-

ences Committee (Australia Senate 2015) into De-
fence use of uninhabited platforms. The Commit-
tee received 25 formal submissions, including from 
industry, federal government departments, state 
governments, academics, think tanks, ethicists 
and the International Committee of the Red Cross. 
It held several public hearings in Canberra. 
 
The committee considered the impact of drones on 
international humanitarian missions and peace-
keeping missions (Australia Senate 2015, p. 32). It 
recommended to the government that because 
Australia “continues to have an important role in in-
ternational disarmament and arms controls regula-
tion to promote global peace and security”, the 
government should “form and advocate a consid-
ered position which supports the eventual estab-
lishment of international regulation on the use of le-
thal force” by autonomous weapons systems” (p. 
70). Related topics on the impact of drones on 
peace and stability remained prominent in public 
discourse since that time (Wiedemann et al. 2023; 
Howie 2025; Hardy 2025).   
 
The use of both private and commercial drones has 
particularly sparked considerations around privacy 
(e.g., matters of consent), potential harms (e.g., 
drone accidents, noise pollution), potential threats 
(e.g., cybersecurity), disruptions (e.g., job displace-
ment), and risks (e.g., drone payloads and unau-
thorised surveillance). Benefits were also consid-
ered given the vast Australian landscape, where 
drones could be used in agriculture and mining, and 
for emergency services and logistics. 
 
In 2024, the Department of Infrastructure, 
Transport, Regional Development, Communica-
tions and the Arts conducted a privacy impact as-
sessment (PIA) for both recreational drone opera-
tors and commercial operators, creating Drone Pri-
vacy Guidelines (Australia. Infrastructure 2024). 
This has been driven mainly by modern drones and 
their capabilities to capture high-resolution im-
agery and data from public and private spaces. The 
OAIC has been exploring the impact of this tech-
nology on a variety of legislation, including the Aus-
tralian Privacy Act. 
 
Clarke and Moses (2014) underscored the im-
portance of public consultation and stakeholder 
engagement in the regulatory process. However, 
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defence organisations in Australia have not pub-
lished their technology impact assessments on 
drones, or anti-drones for that matter, despite the 
renewed interest since local Australian companies 
supplied low-cost drones to Ukraine in 2024. 
 
The Defence Science and Technology Group 
(DSTG), Australia's leading agency for applying sci-
ence and technology to safeguard national inter-
ests, has focused on safety, security, and techno-
logical considerations, ensuring that drone integra-
tion aligns with Australia's defence and societal 
objectives. The DSTG is known for collaborating 
with research and industry partners, nationally and 
globally. Much of their work is not available in the 
public domain. 
 
The overall aim of these technology impact assess-
ments of drones should be that they work to sup-
port the development of policies, laws and regula-
tions, and technologies that balance innovation 
with the protection of individual rights and national 
interests. TIAs are conducted with respect to dual 
use technology (military and commercial in this in-
stance), to propel the procurement of a technology, 
in this instance, for peace and stability – as well as 
war-fighting and a wide range of civil sector pur-
poses. 

4.3.2 India 

India’s approach to TIA in the context of drones has 
been shaped largely by its national security land-
scape. Sharing extensive land borders with coun-
tries where geopolitical tensions are quite high, In-
dia faces persistent risks from the hostile use of 
drones. These threats include surveillance and re-
connaissance of sensitive defence installations, 
airspace interference, smuggling of illicit materials 
(such as drugs and weapons) and even kinetic at-
tacks (Patil and Arora 2023). 

An initial outright ban on civilian usage of drones in 
October 2014 exemplified a highly restrictive regu-
latory stance. However, recognising the ad-
vantages of promoting the use of drones, the gov-
ernment initiated the opening of the sector with the 
publication of Civilian Aviation Requirements 
(CAR) for Unmanned Aircraft System (UAS) in 2018 
that adopted a “no permission, no take-off” (NPNT) 
stance. This was subsequently further liberalised 
with the Drone Rules of 2021, and the subsequent 

establishment of DigitalSky as an online, central-
ised, easy-to-use platform to manage and regulate 
drones (UTM Policy Framework 2021). 

Public consultations were undertaken by the Indian 
government in connection with the GCA Guidelines 
(2018). The Directorate General of Civil Aviation 
(DGCA) released its first comprehensive guidelines 
for civilian drone operations in December 2018, 
following several years of draft circulars and stake-
holder feedback (Rajagopolan and Krishna 2019, p. 
56). A task force led by the Minister of State for Civil 
Aviation was set up to develop these guidelines, 
with inputs from enforcement authorities, security 
agencies, industry, and technical experts. Security 
and stability were addressed through requirements 
for drone registration, operator authorization, and 
geofencing of sensitive sites. 

In 2021, the Ministry of Civil Aviation (MoCA) re-
leased the updated Drone Rules 2021 for public 
consultation, explicitly inviting comments from the 
public, industry, and other stakeholders (Gupta 
2021).  

In 2025, new drone rules were issued based on 
consultations with industry bodies, security agen-
cies, privacy advocates, civil society, and the pub-
lic. Peace and stability issues were an important 
part of the updating (InsideFPV Social 2025a). 
There were references to airspace restrictions, se-
curity protocols, and firming up of no-fly zones 
around sensitive and strategic locations such as 
borders, defence installations, and nuclear sites. A 
specialist media source reported that one of the 
concerns about drone operations near nuclear 
power stations was cyber security: “Advanced 
drones can serve as cyber-attack vectors, po-
tentially interfering with the digital systems that 
control a nuclear plant’s operations” (In-
sideFPV Social 2025b). National security con-
cerns also led to the prohibition of the import of for-
eign-manufactured drones in 2022, particularly to 
mitigate risks associated with surveillance and 
data leakage but also to reduce dependence on ex-
ternal supply chains.  

The Ministry of Home Affairs has also established 
an Anti-Rogue Drone Technology Committee 
(ARDTC) under the aegis of the Director General of 
India's Border Security Force, with a mandate to 
evaluate available technologies for countering 
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rogue drones and to certify their effectiveness in 
neutralising such threats (India Lok Sabha 2023). 

4.4 5G and 6G 
Decisions in Australia and India on the use of 
China-sourced 5G and 6G wireless technologies 
have been made largely on the basis of counter-in-
telligence assessments by each government. The 
primary consideration has not been threats to 
peace and stability as such, but rather that banning 
such technologies would eliminate serious risks to 
national security, including domestic security. 
Moreover, the 5G/6G policy of each country has 
been shaped largely in the overarching intelligence 
field rather than in one of the single pillars, as illus-
trated in Figure 1. However, leading firms and tech-
nologists have identified important contributions to 
be made by 6G to communications in remote areas 
on such a scale as to impact national development 
and thereby human security, peace and stability 
(Saarnisaari et al. 2020) 

4.4.1 Australia 
 
The Australian intelligence agencies, primarily 
ASD, led the technology assessments on the gov-
ernment’s decision to exclude Huawei from the 
National Broadband Network (NBN) in 2012. In 
classified advice to the government, ASIO advo-
cated the ban due to concerns about cyber espio-
nage and Huawei’s alleged ties to the Chinese gov-
ernment. The ASIO assessment highlighted vulner-
abilities in critical infrastructure. The Director Gen-
eral of ASIO testified to parliament that the deci-
sion was based purely on security grounds (Aus-
tralia Senate 2012, p. 149). The Attorney-General’s 
Department confirmed the ban was a “risk-based 
decision” informed by security agency advice (BBC 
2012). 
 
Later, as the country set about its roll-out of 5G 
wireless infrastructure, in which Huawei had indi-
cated an interest as a potential bidder, a range of  
other agencies and actors became involved. There 
were reviews by a number of agencies and parlia-
mentary committees. Their decisions were driven 
by concerns over foreign interference risks, espio-
nage, and the legal obligations of Chinese compa-
nies under China’s National Intelligence Law. This 
law had the effect of requiring Chinese firms to 
hand over any foreign information on host countries 

and their citizens regardless of the laws in the host 
country. 
 
The Australian intelligence agencies played the 
leading role in the government’s decisions on ban-
ning Chinese companies from the 5G Network de-
velopment in Australia in 2018. The National Secu-
rity Committee of the Cabinet was the final deci-
sion-maker. It relied on a classified review of risks 
posed by “high-risk vendors” subject to foreign 
government coercion (Uren and Cave 2018). The 
ASD Director-General advised the government that 
5G architecture made it impossible to mitigate 
risks if Huawei participated. This technical assess-
ment underpinned the 2018 ban (SBS News 2018). 
Huawei made a submission to the 2020 inquiry into 
5G, suggesting that the ban would inflate costs and 
delay innovation, but the Committee supported the 
government’s decision (Australia House of Repre-
sentatives 2020). There appears to have been little 
penetration in government assessments of the po-
tential economic or welfare interests of business or 
the community.  
 
So, at one level the government saw important in-
ternational security interests at stake in the deci-
sion on 5G, but at no stage did it really apply the 
sorts of approach suggested by advanced TIA. An 
illustration of this is the fact that the UK intelligence 
community had adopted a broader view that im-
portant community interests and international rela-
tionships could be preserved while managing or 
mitigating risks from using the Chinese 5G technol-
ogy (United Kingdom 2020a). On the other hand, 
the UK walked away from this position by ordering 
telecoms providers in the country to replace all 
Huawei equipment in UK public 5G networks by 
2027 (United Kingdom 2020b).  

4.4.2 India 
 
In India, to address risks form Huawei, the National 
Security Council Secretariat, which reports to the 
Prime Minister's Office, issued the National Secu-
rity Directive on the Telecommunications Sector 
(NSDTS), which came into effect in June 2021 (In-
dia NSC 2020).  
 
The directive establishes the trusted source and 
trusted product framework for telecommunica-
tions supply chain security. Telecommunications 
service providers are required to provide details of 
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the vendors and the products. The vendors are as-
sessed to qualify as a Trusted Source for which the 
company governance structures, ownership, 
shareholding and details of manufacturing sites are 
reviewed. Further, each of the products needs to 
undergo the Trusted Product certification, where a 
review of the components, their sources, details of 
manufacturing facilities, and details of their soft-
ware development centres is done. 
 
Prior to the NSDTS directive, the Ministry of Fi-
nance had issued the Public Procurement Order in 
2020 (India Ministry of Finance 2020). This order 
amended the General Financial Rules 2017 to 
mandate bidders from countries that share a land 
border with India (as China does) to require a polit-
ical and security clearance from the Ministry of Ex-
ternal and Home Affairs. This order covered all new 
procurements for public sector units and public-
private partnerships. Although Chinese vendors 
are not explicitly mentioned, these directives were 
issued in the aftermath of the clashes with China in 
Galwan Valley and are an effort to remove Chinese 
components in critical infrastructure (Agrawal 
2024). 
 
While these measures attempt to address security 
vulnerabilities in critical infrastructure, they focus 
on sourcing and ownership while overlooking build-
ing the overall robustness of the complex techno-
logical ecosystems in which these components 
operate (Goswami et al. 2025). 
 
The case of 5G and 6G is particularly relevant to 
this paper for two reasons. First, the two govern-
ments undertook a modest degree of consultation 
on the issues behind bans on Chinese telecoms 
products, and the prospect for further consulta-
tions has improved considerably (Reuters 2019). 
Second, in 2022, the AICCTP funded a bilateral 
project on “Ethical 6G – Identifying Elements of an 
Ethical Framework for 6G and Creating Opportuni-
ties for India and Australia”. The project, now com-
pleted, was led by the  Centre for Competition, In-
vestment & Economic Regulation (CCIER), part-
nering with the  Australian Risk Policy Institute 
(ARPI) and the International Institute of Information 
Technology, Bangalore (IIITB). One of its basic 
premises was that the development of 6G should 
remain closely tethered to the goal of “building 

safe, secure and accessible cyberspace” (CUTS 
n.d.).  
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5. Conclusion 
Australia and India have well-established capabili-
ties and processes for technology impact assess-
ment in sectors like health, energy and the environ-
ment. Both countries accept in principle the need 
for multi-stakeholder consultative approaches that 
have been fundamental to impact assessment in 
advanced liberal democracies for four to five dec-
ades. In the field of critical technologies affecting 
peace and stability, these assets are rarely applied 
in the two countries, with variable consistency de-
pending on a range of choices about the priority of 
the subject and the resources available.   
 
The paper situated peace and stability as one of 
three main pillars of national security policy where 
TIA are judged by both countries to be important: 
national defence policy, especially military capa-
bilities and defence diplomacy; domestic security 
(e.g., counter-terrorism and protection of civil 
rights); and peace and stability (i.e., the diplomacy 
of international security regimes, not closely in-
volving the first two pillars).  
 
The paper also remarked that the intelligence func-
tions of national security cross over between all 
three pillars. The place of critical technologies in in-
telligence capabilities does not always allow for 
this neat distinction between the three pillars.  
 
In both countries, the practices of TIA for peace and 
stability have a lower priority than TIA in the other 
two pillars. This may help explain why it proved dif-
ficult in this paper and the supporting investigations 
to identify more than a couple of stand-out exam-
ples of TIA for critical technologies in the peace and 
stability pillar in either country.  
 
Nevertheless, the policies of both Australia and In-
dia in critical technologies for the peace and stabil-
ity pillar are relatively new and will need time to be 
further refined. Neither country has committed to a 
standing mechanism or set of processes for exe-
cuting high-quality TIA, or to greater clarity through 
a set of best practice standards in the field. This pa-
per suggests that doing this would be beneficial, 
even as we advise against simply emulating the ar-
rangements for TIA in other countries.    
 

Both Australia and India would benefit from the ex-
istence of a new centre of gravity for TIA for the 
peace and stability pillar, separately from other as-
pects of national security- where secrecy require-
ments mitigate against public impact analysis. 
There would appear to be a small set of options for 
locating such a centre of gravity with a degree of in-
dependence from government: the national parlia-
ment, a statutory authority, or the national acade-
mies. 
 
The paper proposed benchmarks for TIA around 
three tiers: basic, intermediate and advanced, de-
pending on several metrics: 
 

• an appropriate balance in focus between 
a very broad class of technology and spe-
cific sub-fields where the impacts are dis-
crete from other sub-fields (such as facial 
recognition tools within the broad class of 
AI technologies) 

• depth and granularity of consultation with 
specialists 

• breadth and depth of stakeholder consul-
tation 

• public transparency 
• recognition of the principal place of the 

non-technical social, political, legal and 
economic impacts 

• comprehensiveness of analysis, including 
international and alternative views 

• timeliness 
• high relevance to policy for peace and sta-

bility 
• a clear ethical framework. 

       
In the field of peace and stability, relying on these 
metrics, we have seen few examples of TIA in Aus-
tralia or India that might rise above the basic tier. 
 
There is currently a mismatch between the scale 
and scope of technologies regarded as critical by 
both countries, and the resources available for pro-
fessionally assessing their impact on peace and 
stability. Consideration of low resource availability 
for TIA for peace and stability is sufficient by itself 
to dictate rigorous priority setting when it comes to 
the choice of a technology or technology class to 
be analysed.  
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This consideration gives rise to a need to consider 
burden-sharing between national institutions on a 
proactive basis. While the normal process of dem-
ocratic consultation in an advanced TIA creates an 
opportunity for that burden-sharing, with stake-
holders offering their own detailed TIA, that is not 
happening in practice. Leading organisations that 
might be expected to offer their own TIA at an ad-
vanced level as part of a national effort do not al-
ways rise to the challenge.  
 

Nonetheless, given the importance of critical tech-
nologies, the need for obtaining wider community 
support for new policy, and the dearth of fully com-
prehensive analyses, including for peace and sta-
bility, some priority for enhancement of the capac-
ity in this area seems clear. In that process, if inter-
national collaboration could be agreed, the pay-
offs might be very much enhanced. This collabora-
tion potential will be the focus of the second dis-
cussion paper in this study. 
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