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This Project 
 
On 5 November 2024, Australia’s Foreign Minister Senator Penny Wong announced in a joint press 
statement with the Indian Minister for External Affairs S Jaishankar that the Australian National 
University (ANU) had been awarded a grant to lead a project under the Australia India Cyber and Critical 
Technologies Partnership (AICCTP). Co-leader of the grant is InKlude Labs in Bengaluru. Researchers 
involved in the work also come from the Takshashila Institution, Social Cyber Institute, Arizona State 
University, Southern Cross University, Blended Learning International and RMIT University. 
 
This project promotes rigorous ethical approaches to technology assessments of critical emerging 
technologies that impact peace and stability. It seeks to strengthen consensus among key stakeholders 
in Australia and India regarding the importance of a process for technology assessments that can be 
undertaken jointly with each other. Such activity would represent an important diplomatic innovation in 
bilateral relations for addressing the challenges posed by rapid technological advances and the evolving 
geopolitical landscape. The project aims to create a self-organising community of practice (CoP) 
inclusive of both countries, promoting its sustainability after the project's conclusion and potentially 
extending its influence on a wider multilateral scale.  
 
To support these goals, the project will create an open-access curriculum for the professional 
education of government officials and stakeholders responsible for assessing critical and emerging 
technologies. Delivered over a year, the project is led by a multi-disciplinary team of senior researchers 
and professional educators from Australia and India who have expertise in technology, industry, 
economics, geopolitics, and public policy. This initiative is funded by the Australian Department of 
Foreign Affairs and Trade (DFAT) as part of the Australia India Cyber and Critical Technologies 
Partnership (AICCTP). For more information, videos and written product, see  
https://www.socialcyber.co/australia-india-tech-assessments.  
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Overview 
The syllabus has been developed under a grant from the Australia India Cyber and Critical Technologies 
Partnership. It is based on material collected or created over one year by a multinational team of eight 
researchers through public webinars, private workshops, stakeholder interviews and substantial 
research papers. That work demonstrated important gaps in policy and practice for technology impact 
assessment (TIA) in support of peace and stability in both Australia and India. It also highlighted the 
potential value of a multilateral program across the Indo-Pacific region to involve other countries in 
establishing communities of practice in this policy discipline.  This course is designed as one instrument 
to support such an effort. 
 
The syllabus takes a multi-disciplinary public policy approach, integrating ethical perspectives, the 
economics and politics of technology development, and global governance considerations. Strategic 
foresight is a central element of TIA.  
 
There are different approaches that can be taken toward the identification of technologies that may 
affect peace and stability. On the one hand, the idea of peace seems straight-forward and would be 
taken to mean technologies which may influence a state to undertake military aggression or even start 
a war or otherwise undermine strategic balance. On the other hand, the idea of stability is more fungible 
or less direct than the idea of peace. The concept of stability embraces a wide range of social, political, 
economic, legal and ethical considerations of technological impacts that define prosperity and order.    
 
This professional development program equips policymakers, analysts, and strategic advisors with 
knowledge and critical skills to manage technology diplomacy and national technology policy in support 
of peace and stability, including support for developmental pathways underpinning stability. The focal 
point of the syllabus is the practice of impact assessment for critical and emerging technologies 
affecting peace and stability. The syllabus relies on a rich history of case studies of technology impact 
assessment (TIA).  
 
No country has the capacities by itself to analyse the future impacts on peace and stability of the wave 
of advanced technologies inundating modern society. The program is oriented therefore to international 
relations – the diplomacy of TIA in support of peace and stability. 

Learning Objectives 
1. Explain the history, purpose, and application of TIA in policy contexts at the national level 
2. Understand the influence or effects of TIA at the national level  
3. Explain the history, purpose, and application of TIA in policy contexts at the international level 

as applied in the diplomacy for peace and stability 
4. Assess structural influences at the international level (such as geopolitics, relative 

technological power, economic factors, and workforce mobility) on the design and 
implementation of TIAs for peace and stability 

5. Analyse the potential of TIAs for the diplomacy of peace and stability. 
 
The lead authors of this syllabus were Adam P. Henry and Lisa Materano, with contributions or review 
by Greg Austin, Karthik Bappanad, Katina Michael, Bharath Reddy, Brendan Walker-Munro, and Glenn 
Withers. Inquiries can be made to Lisa Materano, the CEO of Blended Learning International and 
Director of the Social Cyber and Tech Academy (lisa.materano@socialcyber.co).  

mailto:lisa.materano@socialcyber.co
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Core Units 
The syllabus is built around eight core units, mapped against the learning objectives (LO): 
 

1. TIA at the National Level in Principle and Practice (LO#1) 
2. The Influence of TIA at the National Level (LO#2) 
3. TIA for Peace and Stability at the International Level (LO#3) 
4. The Influence of TIA for peace and stability at the International Level (LO#4) 
5. The future potential of TIAs for the diplomacy of peace and stability (LO#5) 
6. Critiques of global settings for TIA affecting peace and stability (LO#4, LO#5) 
7. International technology governance: regulation and standards as tools for peace and stability 

(LO#5) 
8. Assessing the assessors: a capstone exercise (LO#5) 

Learning Methods and Tools 

Delivery should include a variety of instruction methods and tools, emphasising interactive 
learning and seminar-style approaches. Tools like quizzes and polls can be used to good 
effect, especially to engage participant interest in advance of particular sessions or to enable 
reflection on key take-aways. 

Essential References 
Austin G, Bappanad K, Henry A,  Michael K, Materano L, Reddy B, Walker-Munro B, Withers G (2025) 

‘Technology Impact Assessment for Peace and Stability: A Comparative Study on Australia 
and India’, Social Cyber Institute, 
https://www.socialcyber.co/_files/ugd/15144d_c5acc66a4a014035a939a1b534f06822.pdf 

Austin G, Bappanad K, Henry A,  Michael K, Materano L, Reddy B, Walker-Munro B, Withers G (2025) 
‘Technology Impact Assessment for Peace and Stability: Diplomatic Opportunities for 
Australia and India’, Social Cyber Institute, 
https://www.socialcyber.co/_files/ugd/15144d_837c1d10cc884181965f532d8fd33e64.pdf 

Useful Additional References 
Hennen L, Hahn J, Ladikas M, Lindner R, Peissl W, van Est R (eds) (2023) Technology Assessment in a 

Globalized World: Facing the Challenges of Transnational Technology Governance, Springer 
International Publishing,  https://library.oapen.org/handle/20.500.12657/60800 

Grunwald, A (ed) (2024) ‘Handbook of Technology Assessment’, Edward Elgar Publishing, 
https://www.e-elgar.com/shop/gbp/handbook-of-technology-assessment-
9781035310678.html?srsltid=AfmBOooMflPvyicvxwGVfazz_fL76cX-
J5CgVzCHpwK5TOjli7bJhXhY 

OECD (2023) ‘Technology Assessment for Emerging Technology: Case Studies and Principles’,  
https://www.oecd-ilibrary.org/science-and-technology/technology-assessment-for-
emerging-technology_e738fcdf-en 

OECD (2023) ‘Technology Assessment for Emerging Technology: Meeting New Demands for Strategic 
Intelligence’, OECD Science, Technology and Industry Policy Papers, https://www.oecd-
ilibrary.org/science-and-technology/technology-assessment-for-emerging-
technology_e738fcdf-en 

  

https://www.socialcyber.co/_files/ugd/15144d_c5acc66a4a014035a939a1b534f06822.pdf
https://www.socialcyber.co/_files/ugd/15144d_837c1d10cc884181965f532d8fd33e64.pdf
https://library.oapen.org/handle/20.500.12657/60800
https://library.oapen.org/handle/20.500.12657/60800
https://library.oapen.org/handle/20.500.12657/60800
https://www.e-elgar.com/shop/gbp/handbook-of-technology-assessment-9781035310678.html?srsltid=AfmBOooMflPvyicvxwGVfazz_fL76cX-J5CgVzCHpwK5TOjli7bJhXhY
https://www.e-elgar.com/shop/gbp/handbook-of-technology-assessment-9781035310678.html?srsltid=AfmBOooMflPvyicvxwGVfazz_fL76cX-J5CgVzCHpwK5TOjli7bJhXhY
https://www.e-elgar.com/shop/gbp/handbook-of-technology-assessment-9781035310678.html?srsltid=AfmBOooMflPvyicvxwGVfazz_fL76cX-J5CgVzCHpwK5TOjli7bJhXhY
https://library.oapen.org/handle/20.500.12657/60800
https://www.oecd-ilibrary.org/science-and-technology/technology-assessment-for-emerging-technology_e738fcdf-en
https://www.oecd-ilibrary.org/science-and-technology/technology-assessment-for-emerging-technology_e738fcdf-en
https://www.oecd-ilibrary.org/science-and-technology/technology-assessment-for-emerging-technology_e738fcdf-en
https://www.oecd-ilibrary.org/science-and-technology/technology-assessment-for-emerging-technology_e738fcdf-en
https://www.oecd-ilibrary.org/science-and-technology/technology-assessment-for-emerging-technology_e738fcdf-en
https://www.oecd-ilibrary.org/science-and-technology/technology-assessment-for-emerging-technology_e738fcdf-en
https://www.oecd-ilibrary.org/science-and-technology/technology-assessment-for-emerging-technology_e738fcdf-en
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Unit 1:  TIA at the national level in principle and practice 

● Concentrates on Learning Objective #1:  
Explain the history, purpose, and application of TIA in policy contexts at the 
national level 
  

Overview 
 
Participants will learn how policy, regulation, and institutional design influence the uptake of TIA in 
different national contexts. The settings will be in part issue-related — from nuclear safety to 
surveillance governance for privacy. They will also address different national political approaches to TIA, 
for example, in the US and various European countries, as well as Australia and India. The session will 
introduce the qualities that characterise different levels of TIA – from basic, through intermediate to 
advanced.  
 
Discussion Topics 

 
● A Brief History of TIA (democratic consultation and accountability are key principles of a 

disciplined approach to TIA) 
● Assess the role of capacity-building (skills, institutions, legal frameworks) in supporting TIAs 
● How can states strengthen their capacity for TIAs? 
● Institutional adoption: how national governments integrate TIA into policy cycles 
● Case studies: nuclear safeguards, ICT for security, and artificial intelligence  
● Methodologies for TIA: basic, intermediate and advanced 

 
Audiovisual Assets 
 

• Technology Impact Assessment & Governing Emerging Technologies – Katina Michael & 
Roger Clarke (YouTube) 

• Human rights and AI - introducing a new impact assessment tool  
 
Essential References 
 
Austin G, Bappanad K, Henry A, Michael K, Materano L, Reddy B, Walker-Munro B, Withers G (2025) 

‘Technology Impact Assessment for Peace and Stability: A Comparative Study on Australia 
and India’, pp. 1-37. 

Clarke R (2025) ‘Technological Impact Assessment: A Framework for Designing a TIA Project Method,’ 
in IEEE Transactions on Technology and Society, doi: 10.1109/TTS.2025.3574863, 
https://ieeexplore.ieee.org/document/11084989 

Clarke R and Michael K (2024) ‘Multi-Stakeholder Risk Assessment of Socio-Technical Interventions’, 
ACIS 2024 Proceedings, https://aisel.aisnet.org/acis2024/1 

 
Useful Additional References 

 
Australia. House of Representatives (2014) Standing Committee on Social Policy and Legal Affairs, 

‘Inquiry: Eyes in the sky: Inquiry into drones and the regulation of air safety and privacy’, 
https://www.aph.gov.au/-
/media/02_Parliamentary_Business/24_Committees/243_Reps_Committees/SPLA/Drones/f
ullreport.pdf 

https://www.youtube.com/watch?v=BItBjRGuob0
https://www.youtube.com/watch?v=BItBjRGuob0
https://www.youtube.com/watch?v=JL-RU_zdOpM
https://www.socialcyber.co/_files/ugd/15144d_c5acc66a4a014035a939a1b534f06822.pdf
https://www.socialcyber.co/_files/ugd/15144d_c5acc66a4a014035a939a1b534f06822.pdf
https://ieeexplore.ieee.org/document/11084989
https://aisel.aisnet.org/acis2024/1
https://aisel.aisnet.org/acis2024/1
https://www.aph.gov.au/-/media/02_Parliamentary_Business/24_Committees/243_Reps_Committees/SPLA/Drones/fullreport.pdf
https://www.aph.gov.au/-/media/02_Parliamentary_Business/24_Committees/243_Reps_Committees/SPLA/Drones/fullreport.pdf
https://www.aph.gov.au/-/media/02_Parliamentary_Business/24_Committees/243_Reps_Committees/SPLA/Drones/fullreport.pdf
https://www.aph.gov.au/-/media/02_Parliamentary_Business/24_Committees/243_Reps_Committees/SPLA/Drones/fullreport.pdf
https://www.aph.gov.au/-/media/02_Parliamentary_Business/24_Committees/243_Reps_Committees/SPLA/Drones/fullreport.pdf
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Australia. House of Representatives (2020) Standing Committee on Communications and the Arts,  
‘Next Gen: Inquiry into the Deployment, Adoption, and Application of 5G in Australia’, 
https://parlinfo.aph.gov.au/parlInfo/download/committees/reportrep/024373/toc_pdf/TheNe
xtGenFuture.pdf 

Australia. Senate (1989) Senate Committee on Foreign Affairs, Defence and Trade, ‘Visits to Australia 
by nuclear powered or armed vessels: Contingency planning for the accidental release of 
ionizing radiation’, 
https://www.aph.gov.au/~/media/wopapub/senate/committee/fadt_ctte/completed_inquirie
s/pre1996/nuclear_warship_visits/report_pdf.ashx 

Australia. Senate (2024) ‘Select Committee on Adopting Artificial Intelligence: Final Report’, 
November,  
https://parlinfo.aph.gov.au/parlInfo/download/committee/reportsen/RB000470/toc_pdf/Sele
ctCommitteeonAdoptingArtificialIntelligence(AI).pdf 

Banta D (2009) ‘What is technology assessment?’ International Journal of Technology Assessment in 
Health Care, 25(S1), pp. 7-9, https://doi.org/10.1017/S0266462309090333 

Barnes P (2018) ‘Avoiding surprises: technology assessment and foresight’, The Strategist, 6 
December https://www.aspistrategist.org.au/avoiding-surprises-technology-assessment-
and-foresight/ 

Clarke R (2019) ‘Regulatory alternatives for AI’, Computer Law & Security Review, Volume 35, Issue 4, 
398-409, ISSN 2212-473X, https://doi.org/10.1016/j.clsr.2019.04.008 

Grunwald A (2009) ‘Technology Assessment: Concepts and Methods’ in Meijers A (ed) Handbook of 
the Philosophy of Science, pp. 103-1146. https://doi.org/10.1016/B978-0-444-51667-
1.50044-6. https://www.sciencedirect.com/science/article/pii/B9780444516671500446 

Guston D H and Sarewitz D (2002) ‘Real-time technology assessment’, Technology in Society, 24(1–
2), 93–109. https://doi.org/10.1016/S0160-791X(01)00047-1 

India. NITI Aayog (2025) National Institution for Transforming India, ‘Quantum Computing: National 
Security Implications & Strategic Preparedness’, Frontier Tech Hub Quarterly Frontier Insights, 
https://www.niti.gov.in/sites/default/files/2025-03/Future-Front-Quarterly-Frontier-Tech-
Insights-March-2025.pdf 

India. NITI Aayog (2018) National Institution for Transforming India, ‘National Strategy for Artificial 
Intelligence #AIForAll’, https://www.niti.gov.in/sites/default/files/2023-03/National-Strategy-
for-Artificial-Intelligence.pdf 

Michael K and Clarke R (2019) ‘The many faces of the future of surveillance: From Orwell to ubiquitous 
geo-tracking’, Computer Law & Security Review, 35(4), 1–13, 
https://doi.org/10.1016/j.clsr.2019.04.008 

Michael K (2025) ‘Convergence in the New Security Environment: Risk Intelligence and the Potential of 
Generative AI’, UK Academy for Information Systems Conference Proceedings 2025, 
https://aisel.aisnet.org/ukais2025/27 

NNCTA (2023) National Network for Critical Technology Assessment, ‘Securing America’s Future: A 
Framework for Critical Technology Assessment’, https://nncta.org/_files/documents/nncta-
final-report.pdf 

NSCAI (2021) National Security Commission on Artificial Intelligence, ‘Final Report: National Security 
Commission on Artificial Intelligence’,  https://assets.foleon.com/eu-central-1/de-uploads-
7e3kk3/48187/nscai_full_report_digital.04d6b124173c.pdf 

OECD (2023) ‘Technology Assessment for Emerging Technology: Case Studies and Principles’,  
https://www.oecd-ilibrary.org/science-and-technology/technology-assessment-for-
emerging-technology_e738fcdf-en 

Palm E and Hansson S-O (2006) ‘The case for ethical technology assessment (eTA)’, Technological 
Forecasting & Social Change, 73, pp. 543–558 

https://parlinfo.aph.gov.au/parlInfo/download/committees/reportrep/024373/toc_pdf/TheNextGenFuture.pdf
https://parlinfo.aph.gov.au/parlInfo/download/committees/reportrep/024373/toc_pdf/TheNextGenFuture.pdf
https://parlinfo.aph.gov.au/parlInfo/download/committees/reportrep/024373/toc_pdf/TheNextGenFuture.pdf
https://www.aph.gov.au/~/media/wopapub/senate/committee/fadt_ctte/completed_inquiries/pre1996/nuclear_warship_visits/report_pdf.ashx
https://www.aph.gov.au/~/media/wopapub/senate/committee/fadt_ctte/completed_inquiries/pre1996/nuclear_warship_visits/report_pdf.ashx
https://www.aph.gov.au/~/media/wopapub/senate/committee/fadt_ctte/completed_inquiries/pre1996/nuclear_warship_visits/report_pdf.ashx
https://parlinfo.aph.gov.au/parlInfo/download/committee/reportsen/RB000470/toc_pdf/SelectCommitteeonAdoptingArtificialIntelligence(AI).pdf
https://parlinfo.aph.gov.au/parlInfo/download/committee/reportsen/RB000470/toc_pdf/SelectCommitteeonAdoptingArtificialIntelligence(AI).pdf
https://parlinfo.aph.gov.au/parlInfo/download/committee/reportsen/RB000470/toc_pdf/SelectCommitteeonAdoptingArtificialIntelligence(AI).pdf
https://parlinfo.aph.gov.au/parlInfo/download/committee/reportsen/RB000470/toc_pdf/SelectCommitteeonAdoptingArtificialIntelligence(AI).pdf
file:///C:/Users/grega/OneDrive/Documents/Nov%202024%20Backup/Documents/AAASocialCyber/grant%20apps/India%202024/syllabus/
https://www.aspistrategist.org.au/avoiding-surprises-technology-assessment-and-foresight/
https://www.aspistrategist.org.au/avoiding-surprises-technology-assessment-and-foresight/
https://doi.org/10.1016/B978-0-444-51667-1.50044-6
https://doi.org/10.1016/B978-0-444-51667-1.50044-6
https://doi.org/10.1016/B978-0-444-51667-1.50044-6
https://www.sciencedirect.com/science/article/pii/B9780444516671500446
https://www.sciencedirect.com/science/article/pii/B9780444516671500446
https://www.niti.gov.in/sites/default/files/2025-03/Future-Front-Quarterly-Frontier-Tech-Insights-March-2025.pdf
https://www.niti.gov.in/sites/default/files/2025-03/Future-Front-Quarterly-Frontier-Tech-Insights-March-2025.pdf
https://www.niti.gov.in/sites/default/files/2025-03/Future-Front-Quarterly-Frontier-Tech-Insights-March-2025.pdf
https://www.niti.gov.in/sites/default/files/2025-03/Future-Front-Quarterly-Frontier-Tech-Insights-March-2025.pdf
https://doi.org/10.1016/j.clsr.2019.04.008
file:///C:/Users/grega/OneDrive/Documents/Nov%202024%20Backup/Documents/AAASocialCyber/grant%20apps/India%202024/syllabus/
https://nncta.org/_files/documents/nncta-final-report.pdf
https://nncta.org/_files/documents/nncta-final-report.pdf
https://assets.foleon.com/eu-central-1/de-uploads-7e3kk3/48187/nscai_full_report_digital.04d6b124173c.pdf
https://assets.foleon.com/eu-central-1/de-uploads-7e3kk3/48187/nscai_full_report_digital.04d6b124173c.pdf
https://assets.foleon.com/eu-central-1/de-uploads-7e3kk3/48187/nscai_full_report_digital.04d6b124173c.pdf
https://assets.foleon.com/eu-central-1/de-uploads-7e3kk3/48187/nscai_full_report_digital.04d6b124173c.pdf
https://www.oecd-ilibrary.org/science-and-technology/technology-assessment-for-emerging-technology_e738fcdf-en
https://www.oecd-ilibrary.org/science-and-technology/technology-assessment-for-emerging-technology_e738fcdf-en
https://www.oecd-ilibrary.org/science-and-technology/technology-assessment-for-emerging-technology_e738fcdf-en
https://www.oecd-ilibrary.org/science-and-technology/technology-assessment-for-emerging-technology_e738fcdf-en
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Srinivas R K and van Est R (2023) ‘Technology Assessment in Developing Countries: The Case of India 
— Examples of Governmental and Informal TA’ in Technology Assessment in a Globalized 
World, DOI:10.1007/978-3-031-10617-0_6 

UNCTAD (2024). United Nations Conference on Trade and Development, ‘Technology Assessment in 
Developing Countries: An Updated Proposed Methodology’, 
 https://unctad.org/system/files/official-document/tcsdtlinf2024d6_en.pdf 

United States (1972) Public Law 92-484-OCT. 13, 1972. 7970803, 
https://www.congress.gov/92/statute/STATUTE-86/STATUTE-86-Pg797.pdf 

United States. Congress (1976) ‘Technology Assessment Activities in the Industrial. Academic, and 
Governmental Communities’, 8 June, Technology Assessment Board, Office of Technology 
Assessment, https://www.princeton.edu/~ota/disk3/1976/7622/7622.PDF 
 
  

https://unctad.org/system/files/official-document/tcsdtlinf2024d6_en.pdf
https://unctad.org/system/files/official-document/tcsdtlinf2024d6_en.pdf
file:///C:/Users/grega/OneDrive/Documents/Nov%202024%20Backup/Documents/AAASocialCyber/grant%20apps/India%202024/syllabus/
file:///C:/Users/grega/OneDrive/Documents/Nov%202024%20Backup/Documents/AAASocialCyber/grant%20apps/India%202024/syllabus/
https://www.congress.gov/92/statute/STATUTE-86/STATUTE-86-Pg797.pdf
file:///C:/Users/grega/OneDrive/Documents/Nov%202024%20Backup/Documents/AAASocialCyber/grant%20apps/India%202024/syllabus/
https://www.princeton.edu/~ota/disk3/1976/7622/7622.PDF
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Unit 2:  The influence of TIA at the national level 

● Concentrates on Learning Objective #2:  
Understand the influence or effects of TIA at the national level  
 

Overview 
 
This unit delves more deeply into the actual influence of TIA, with an emphasis on its dualistic quality: 
enabling beneficial innovation while also providing the evidence base for restrictions or prohibitions on 
harmful technologies. Through case studies such as on data privacy and cyber surveillance tools, 
participants will explore how often and why impact assessments can contribute to decisions that 
attempt balance ethical values, peace, and stability. The session highlights tensions between national 
interests, industry innovation, and human rights advocacy. 
 
Discussion Topics 
 

● How TIAs frame technologies as beneficial, risky, or unacceptable. 
● Ethical thresholds: when “benefits” are outweighed by humanitarian/security concerns. 
● Dual-use dilemmas: facial recognition, spyware (Pegasus), and AI in warfare. 
● The “precautionary principle” in TIA and its influence on bans/moratoriums 
● Social media bans for young people 

 
Audiovisual Assets 
 
The Impact of Technology | FRONTLINE  
Pegasus Spyware: The Surveillance Nightmare 
 
Essential References 
 
Austin G, Bappanad K, Henry A, Michael K, Materano L, Reddy B, Walker-Munro B, Withers G (2025) 

‘Technology Impact Assessment for Peace and Stability in Practice: Australia and India’, IEEE 
International Symposium on Technology and Society. pp 1-8, 
https://www.socialcyber.co/_files/ugd/15144d_c5acc66a4a014035a939a1b534f06822.pdf 

 
Useful Additional References 

 
HTAIn (2025) ‘Health Technology Assessment in India- Attached Office Under Department of Health 

Research’, https://dhr.gov.in/health-technology-assessment-india-htain 
ICMR (2023) Indian Council of Medical Research. ‘Ethical guidelines for application of Artificial 

Intelligence in Biomedical Research and Healthcare’,  https://www.icmr.gov.in/ethical-
guidelines-for-application-of-artificial-intelligence-in-biomedical-research-and-healthcare  

Jha-Thakur U and Khosravi F (2021) ‘Beyond 25 years of EIA in India: Retrospection and way forward’, 
Environmental Impact Assessment Review, Volume 87, 
https://doi.org/10.1016/j.eiar.2020.106533. 
https://www.sciencedirect.com/science/article/pii/S0195925520308118 
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pp. 1216–1223, https://doi.org/10.1016/j.actaastro.2009.03.058 

https://www.pbslearningmedia.org/resource/fln38ai-soc-technology/the-impact-of-technology-frontline/
https://www.youtube.com/watch?v=NUsbQKsi1Is
https://www.youtube.com/watch?v=NUsbQKsi1Is
https://www.youtube.com/watch?v=NUsbQKsi1Is
https://www.socialcyber.co/_files/ugd/15144d_c5acc66a4a014035a939a1b534f06822.pdf
https://www.socialcyber.co/_files/ugd/15144d_c5acc66a4a014035a939a1b534f06822.pdf
https://dhr.gov.in/health-technology-assessment-india-htain
https://dhr.gov.in/health-technology-assessment-india-htain
https://www.aph.gov.au/About_Parliament/House_of_Representatives/About_the_House_News/Media_Releases/Treaties_Committee_tables_report_on_AUKUS_agreement
https://www.aph.gov.au/About_Parliament/House_of_Representatives/About_the_House_News/Media_Releases/Treaties_Committee_tables_report_on_AUKUS_agreement
https://www.icmr.gov.in/ethical-guidelines-for-application-of-artificial-intelligence-in-biomedical-research-and-healthcare
https://www.icmr.gov.in/ethical-guidelines-for-application-of-artificial-intelligence-in-biomedical-research-and-healthcare
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https://www.tandfonline.com/doi/full/10.1080/23299460.2014.992769?scroll=top&needAccess=true
https://www.tandfonline.com/doi/full/10.1080/23299460.2014.992769?scroll=top&needAccess=true
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https://doi.org/10.1016/j.actaastro.2009.03.058
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https://www.usiofindia.org/strategic-perspective/national-initiatives-on-artificial-
intelligence-in-defence.html 

US Department of Defense (2023) ‘Critical Technology Elements and Technology Readiness Levels: 
Technology Readiness Assessment Guidebook’,  https://www.cto.mil/wp-
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https://doi.org/10.1007/978-94-011-3400-2_1 
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Unit 3:  TIA for peace and stability at the international level  

Concentrates on Learning Objective #3 
Explain the history, purpose, and application of TIA in policy contexts at the 
international level as applied in the diplomacy for peace and stability 

 
Overview 
 
Technology impact assessment (TIA) has been an essential diplomatic tool supporting international 
peace and stability since the late 1960s and 1970s, mostly through arms control treaties and 
international organisations specifically requiring such activities. Since that time, the number of cross-
border or joint TIAs in various fields has markedly increased. International standard-setting based on 
shared and debated technology assessments affecting security has been undertaken in a variety of 
multilateral regimes, such as the International Telecommunication Union (ITU) and the International 
Civil Aviation Organisation (ICAO). In the private sector, the Institute of Electrical and Electronics 
Engineers (IEEE) had become one of the most influential international actors in building bridges across 
geopolitical divides in global TIA practices. By 2025, joint TIAs for peace and stability of one kind or 
another were being supported by diverse and numerous communities of practice. Participants will 
explore how TIA frameworks are weaponised in tech rivalry, embedded in national security strategies, 
and contested in international rule-making forums (WTO, UN, OECD, G20). As importantly, they will 
explore how TIA framework support development and prosperity goals that are the underpinning of 
peace and stability.  
 
Discussion Topics 
 

● Competing geopolitical visions for TIA: precaution vs innovation-first vs state sovereignty. 
● TIAs in strategic competition: AI, quantum, 5G, semiconductors, surveillance. 
● How geopolitical narratives frame technologies as either stabilising or destabilising. 
● The role of alliances (AUKUS, QUAD, NATO, BRICS) in shaping TIA adoption 
● Case study: EU’s TIA-based AI Act as “regulatory diplomacy”. 

 
Audiovisual Assets 
 
Tech Cold War: The Geopolitics of Technology 
 
Essential References 
 
Austin G, Bappanad K, Henry A,  Michael K, Materano L, Reddy B, Walker-Munro B, Withers G (2025) 

‘Technology Impact Assessment for Peace and Stability: Diplomatic Opportunities for 
Australia and India’, Social Cyber Institute, pp. 1-13, 26-28, 
https://www.socialcyber.co/_files/ugd/15144d_837c1d10cc884181965f532d8fd33e64.pdf 

European Parliament (2024) ‘The geopolitics of technology: Charting the EU's path in a competitive 
world’, https://www.europarl.europa.eu/thinktank/en/document/EPRS_BRI(2024)762384 

Feakin T (2024) Navigating the New Geopolitics of Tech, Harvard Business Review, 
https://hbr.org/2024/11/navigating-the-new-geopolitics-of-tech 

IST (2025) The Geopolitics of Technology, https://securityandtechnology.org/democracy-and-the-
geopolitics-of-tech/ 

 
  

https://www.youtube.com/watch?v=H9bMn22FrOI
https://www.socialcyber.co/_files/ugd/15144d_837c1d10cc884181965f532d8fd33e64.pdf
https://www.europarl.europa.eu/thinktank/en/document/EPRS_BRI(2024)762384
https://hbr.org/2024/11/navigating-the-new-geopolitics-of-tech
https://securityandtechnology.org/democracy-and-the-geopolitics-of-tech/
https://securityandtechnology.org/democracy-and-the-geopolitics-of-tech/


 

 
9 

Useful additional references 
 
Chaudhuri R and Bhandari K (2024) ‘The U.S.–India Initiative on Critical and Emerging Technology 

(iCET) from 2022 to 2025: Assessment, Learnings, and the Way Forward’, Carnegie 
Endowment for International Peace, Washington DC, 
https://carnegieendowment.org/research/2024/10/the-us-india-initiative-on-critical-and-
emerging-technology-icet-from-2022-to-2025-assessment-learnings-and-the-way-forward 

European Commission (2021) ‘Proposal for a Regulation laying down harmonised rules on artificial 
intelligence (Artificial Intelligence Act)’, COM(2021) 206 final, https://digital-
strategy.ec.europa.eu/en/library/proposal-regulation-laying-down-harmonised-rules-
artificial-intelligence 

Kop M (2023) ‘Quantum technology impact assessment’, EU AI Alliance, European Commission, April, 
https://futurium.ec.europa.eu/en/european-ai-alliance/best-practices/quantum-technology-
impact-assessment 

Segal A (2018) ‘China’s alternative cyber governance regime’, Council on Foreign Relations, 
https://www.uscc.gov/sites/default/files/testimonies/March%2013%20Hearing_Panel%203
_Adam%20Segal%20CFR.pdf 

 

  

file:///C:/Users/grega/OneDrive/Documents/Nov%202024%20Backup/Documents/AAASocialCyber/grant%20apps/India%202024/syllabus/
file:///C:/Users/grega/OneDrive/Documents/Nov%202024%20Backup/Documents/AAASocialCyber/grant%20apps/India%202024/syllabus/
https://carnegieendowment.org/research/2024/10/the-us-india-initiative-on-critical-and-emerging-technology-icet-from-2022-to-2025-assessment-learnings-and-the-way-forward
https://carnegieendowment.org/research/2024/10/the-us-india-initiative-on-critical-and-emerging-technology-icet-from-2022-to-2025-assessment-learnings-and-the-way-forward
https://digital-strategy.ec.europa.eu/en/library/proposal-regulation-laying-down-harmonised-rules-artificial-intelligence
https://digital-strategy.ec.europa.eu/en/library/proposal-regulation-laying-down-harmonised-rules-artificial-intelligence
https://digital-strategy.ec.europa.eu/en/library/proposal-regulation-laying-down-harmonised-rules-artificial-intelligence
https://futurium.ec.europa.eu/en/european-ai-alliance/best-practices/quantum-technology-impact-assessment
https://futurium.ec.europa.eu/en/european-ai-alliance/best-practices/quantum-technology-impact-assessment
https://futurium.ec.europa.eu/en/european-ai-alliance/best-practices/quantum-technology-impact-assessment
https://futurium.ec.europa.eu/en/european-ai-alliance/best-practices/quantum-technology-impact-assessment
https://www.uscc.gov/sites/default/files/testimonies/March%2013%20Hearing_Panel%203_Adam%20Segal%20CFR.pdf
https://www.uscc.gov/sites/default/files/testimonies/March%2013%20Hearing_Panel%203_Adam%20Segal%20CFR.pdf
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Unit 4:  The influence of TIA for peace and stability at the 
international level 

● Concentrates on Learning Objective #4 
Assess structural influences at the international level (such as geopolitics, 
relative technological power, economic factors, and workforce mobility) on 
the design and implementation of TIAs for peace and stability 

 
Overview 
 
This unit examines the ways in which international TIA efforts can buttress peace and stability but also 
how they can often fail to achieve such goals.  
 
Despite frameworks from the UN, OECD, EU, and World Bank, gaps remain in implementation, 
accountability, and representation. Participants will interrogate critiques such as: 
 

● Global North dominance in setting standards that marginalise Global South needs 
● Over-reliance on voluntary guidelines with weak enforcement 
● Fragmentation across regions and sectors (AI, biotech, cyber, space) 
● Industry capture of TIA processes, where corporations influence rules to minimise 

restrictions 
● Peace and stability blind spots, where TIAs focus on economic growth but ignore conflict 

drivers or humanitarian outcomes 
 
Case studies will highlight the EU AI Act vs African contexts, UN cyber norms vs national sovereignty, 
and OECD digital policy vs non-member states. 
 
Discussion Topics 
 

● Whose voices shape global TIAs? 
● Weaknesses in enforcement and accountability mechanisms 
● Power asymmetries in TIA design (e.g. WTO tech-related trade rules) 
● Critiques from feminist, decolonial, and Global South perspectives 
● Case study: Pegasus spyware and the failure of global TIA regimes to prevent individual 

harms 
  
Audiovisual Assets 
  
Technology Impact Assessment for Peace & Stability (Dr Jürgen Altmann on Military Tech 
Assessment) 
 
Essential References 
  
Austin G, Bappanad K, Henry A, Michael K, Materano L, Reddy B, Walker-Munro B, Withers G (2025) 

‘Technology Impact Assessment for Peace and Stability: A Comparative Study on Australia 
and India’, Social Cyber Institute, pp. 1-13, 22-37 
https://www.socialcyber.co/_files/ugd/15144d_c5acc66a4a014035a939a1b534f06822.pdf 

Austin G, Bappanad K, Henry A,  Michael K, Materano L, Reddy B, Walker-Munro B, Withers G (2025) 
‘Technology Impact Assessment for Peace and Stability: Diplomatic Opportunities for 

https://www.youtube.com/watch?v=gakPRkbavdY
https://www.youtube.com/watch?v=gakPRkbavdY
https://www.socialcyber.co/_files/ugd/15144d_c5acc66a4a014035a939a1b534f06822.pdf
https://www.socialcyber.co/_files/ugd/15144d_c5acc66a4a014035a939a1b534f06822.pdf
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Australia and India’, Social Cyber Institute, pp. 1-12, 
https://www.socialcyber.co/_files/ugd/15144d_837c1d10cc884181965f532d8fd33e64.pdf 

Useful additional references 
  

Decker M and Ladikas M (2004) ‘Technology Assessment in Europe; between Method and Impact — 
The TAMI Project’ in Decker, M., Ladikas, M., Stephan, S., Wütscher, F. (eds) Bridges between 
Science, Society and Policy, Wissenschaftsethik und Technikfolgenbeurteilung, vol 22, 
Springer, Berlin, Heidelberg. https://doi.org/10.1007/978-3-662-06171-8_1 

EastWest Institute (2009) ‘Iran’s Nuclear and Missile Potential A Joint Threat Assessment by U.S. and 
Russian Technical Experts’, https://fsi9-prod.s3.us-west-1.amazonaws.com/s3fs-
public/Holloway_Hecker_EastWest_Institute.pdf 

EPRS (2014) ‘The ECHELON Affair: The EP and the global interception system 1998 - 2002’, European 
Parliamentary Research Service, 
https://historicalarchives.europarl.europa.eu/files/live/sites/historicalarchive/files/03_PUBLI
CATIONS/03_European-Parliament/01_Documents/the-echelon-affair-en.pdf 

Michael K, Abbas R, Jayashree P, Bandara R J, Aloudat A (2022) ‘Biometrics and AI Bias’, IEEE 
Transactions on Technology and Society, vol. 3, no. 1,  2-8, March 2022, doi: 
10.1109/TTS.2022.3156405 

Michael K, Abbas R and Roussos G, ‘AI in Cybersecurity: The Paradox’, IEEE Transactions on 
Technology and Society, vol. 4, no. 2, 104-109, 
https://ieeexplore.ieee.org/document/10153442 

Milanovic M (2021) The Pegasus Project and international human rights law. EJIL: Talk! 
https://www.ejiltalk.org/the-pegasus-project-and-international-human-rights-law/ 

Nye JS (2019) ‘The rise of cyber power’, in S. Brooks & W. Wohlforth (Eds.), American power in 
transition (pp. 119–140), Routledge 

Schmid G (2001) ‘Report on the existence of a global system for the interception of private and 
commercial communications (ECHELON Interception System) (A5-0264/2001) European 
Parliament Temporary Committee Report and Resolution, European Parliament, Temporary 
Committee on the ECHELON System, July 2001, 
https://www.europarl.europa.eu/doceo/document/A-5-2001-0264_EN.html 

 

  

https://www.socialcyber.co/_files/ugd/15144d_c5acc66a4a014035a939a1b534f06822.pdf
https://www.socialcyber.co/_files/ugd/15144d_c5acc66a4a014035a939a1b534f06822.pdf
https://www.socialcyber.co/_files/ugd/15144d_837c1d10cc884181965f532d8fd33e64.pdf
https://doi.org/10.1007/978-3-662-06171-8_1
https://doi.org/10.1007/978-3-662-06171-8_1
https://fsi9-prod.s3.us-west-1.amazonaws.com/s3fs-public/Holloway_Hecker_EastWest_Institute.pdf
https://fsi9-prod.s3.us-west-1.amazonaws.com/s3fs-public/Holloway_Hecker_EastWest_Institute.pdf
https://historicalarchives.europarl.europa.eu/files/live/sites/historicalarchive/files/03_PUBLICATIONS/03_European-Parliament/01_Documents/the-echelon-affair-en.pdf
https://historicalarchives.europarl.europa.eu/files/live/sites/historicalarchive/files/03_PUBLICATIONS/03_European-Parliament/01_Documents/the-echelon-affair-en.pdf
https://historicalarchives.europarl.europa.eu/files/live/sites/historicalarchive/files/03_PUBLICATIONS/03_European-Parliament/01_Documents/the-echelon-affair-en.pdf
https://historicalarchives.europarl.europa.eu/files/live/sites/historicalarchive/files/03_PUBLICATIONS/03_European-Parliament/01_Documents/the-echelon-affair-en.pdf
https://ieeexplore.ieee.org/xpl/tocresult.jsp?isnumber=10153436&punumber=8566059
https://ieeexplore.ieee.org/document/10153442
https://www.ejiltalk.org/the-pegasus-project-and-international-human-rights-law/
https://www.europarl.europa.eu/doceo/document/A-5-2001-0264_EN.html
https://www.europarl.europa.eu/doceo/document/A-5-2001-0264_EN.html
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Unit 5:  The future potential of TIAs for the diplomacy of peace and 
stability 

● Concentrates on Learning Objective #5 
Analyse the diplomatic potential of TIAs for the diplomacy for peace and 
stability 

 
Overview 
 
This unit moves from divergence and critique to convergences, highlighting where global frameworks, 
despite their differences, have untapped potential to overlap in meaningful ways. Key convergences 
include: 

 
● Business and economic imperatives 
● Human rights-based approaches in EU, UN, OECD AI principles 
● Precautionary and risk-based models across EU AI Act, ISO standards, and national 

governance 
● Transparency and accountability mechanisms, increasingly embedded in digital governance 
● Alignment on peace and security considerations, particularly in dual-use technologies like AI, 

cyber, and biotechnology. 
 
Case studies will include the EU AI Act aligning with OECD AI principles and the UN’s Global Digital 
Compact drawing from national and regional TIAs. 
 
Discussion Topics 
 

● Identify areas of common ground across different TIA frameworks (EU, OECD, UN, 
national strategies) 

● Understand how shared principles (human rights, risk-based approaches, precaution, 
transparency) drive convergence 

● Explore the role of multi-stakeholder collaboration (governments, industry, civil society, 
academia) 

● how can convergence strengthen peace and stability outcomes? 
 
Audiovisual Assets 

  
Understanding the Convergence of Technologies and National Security Implications 
 
Essential References 
 
Austin G, Bappanad K, Henry A, Michael K, Materano L, Reddy B, Walker-Munro B, Withers G (2025) 

‘Technology Impact Assessment for Peace and Stability: A Comparative Study on Australia 
and India’, Social Cyber Institute, pp. 14-22, 
https://www.socialcyber.co/_files/ugd/15144d_c5acc66a4a014035a939a1b534f06822.pdf 

 Austin G, Bappanad K, Henry A,  Michael K, Materano L, Reddy B, Walker-Munro B, Withers G (2025) 
‘Technology Impact Assessment for Peace and Stability: Diplomatic Opportunities for 
Australia and India’, Social Cyber Institute, pp. 15-33, 
https://www.socialcyber.co/_files/ugd/15144d_837c1d10cc884181965f532d8fd33e64.pdf 

   

https://www.youtube.com/watch?v=czNia2SUsZk
https://www.socialcyber.co/_files/ugd/15144d_c5acc66a4a014035a939a1b534f06822.pdf
https://www.socialcyber.co/_files/ugd/15144d_c5acc66a4a014035a939a1b534f06822.pdf
https://www.socialcyber.co/_files/ugd/15144d_c5acc66a4a014035a939a1b534f06822.pdf
https://www.socialcyber.co/_files/ugd/15144d_837c1d10cc884181965f532d8fd33e64.pdf
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Useful additional references 
 
Clarke R, (2023. ‘The Re-Conception of AI: Beyond Artificial, and Beyond Intelligence’, in IEEE 

Transactions on Technology and Society, vol. 4, no. 1, pp. 24-33, March 2023, doi: 
10.1109/TTS.2023.3234051 

Doudna J A and Charpentier E (2014) ‘The new frontier of genome engineering with CRISPR-Cas9’, 
Science, 346(6213), 1258096, doi:10.1126/science.1258096, 
https://www.science.org/doi/10.1126/science.1258096 

European Parliament and Council (2021) ‘Artificial Intelligence Act proposal,’ COM(2021) 206, 
https://digital-strategy.ec.europa.eu/en/library/proposal-regulation-laying-down-
harmonised-rules-artificial-intelligence 

Indian Council of World Affairs (2024) Emerging Technologies and Indian Diplomacy: Artificial 
Intelligence, Semiconductors, Nanotechnology’, ICWA, 
https://www.icwa.in/showlink.php?lang=1&level=3&ls_id=10387&lid=6621 

Lee J, Nouwens M, and Tay K-L (2022) ‘Strategic Settings for 6G: Pathways for China and the US’, 
International Institute for Strategic Studies,  https://www.iiss.org/globalassets/media-library--
-content--migration/files/research-papers/2022/08/strategic-settings-for-6g-pathways-for-
china-and-the-us.pdf 

OECD (2019) Organisation for Economic Cooperation and Development, ‘OECD Principles on Artificial 
Intelligence’, Paris: OECD, https://www.oecd.org/en/topics/sub-issues/ai-principles.html  

OECD (2024) Organisation for Economic Cooperation and Development, ‘Principles for Trustworthy 
AI’, https://legalinstruments.oecd.org/en/instruments/OECD-LEGAL-0449 

Saikhu A (2024) ‘Cyber Escalation and Nuclear Stability: Assessing the Role of Cyber Warfare in India-
Pakistan Deterrence’, Defence Journal, 10 June, 
https://defencejournal.com/2024/06/10/cyber-escalation-and-nuclear-stability/ 

Siddiqui S, Loke K, Clare S, Lu M, Richardson A, Ibrahim L, McGlynn C, Ding J (2025) ’Promising Topics 
for US–China Dialogues on AI Governance and Safety’, CSET Research Report, Georgetown 
University, https://oms-
www.files.svdcdn.com/production/downloads/academic/Final%20Promising%20Topics%2
0for%20US-
China%20Dialogues%20on%20AI%20Governance%20and%20Safety.pdf?dm=1737452069 

Tuvdendarjaa M-O (2025) ‘Artificial Intelligence in Contemporary Peacekeeping Operations’, In Daniel 
K. Inouye Asia-Pacific Center for Security Studies (DKIAPCSS) 
https://dkiapcss.edu/nexus_articles/artificial-intelligence-in-contemporary-peacekeeping-
operations/ 

UNCTAD (2025) ‘Technology and Innovation Report 2025: Inclusive Artificial Intelligence for 
Development. United Nations Conference on Trade and Development’,  
https://unctad.org/system/files/official-document/tir2025_en.pdf 

United Nations (2024) ‘Global Digital Compact (Zero Draft)’ https://www.un.org/digital-emerging-
technologies/sites/www.un.org.techenvoy/files/Global_Digital_Compact_Zero_Draft.pdf 

World Privacy Forum (2024) ‘How Canada’s Algorithmic Impact Assessment Process and Algorithm 
Has Evolved’, AI Governance on the Ground Series, August 2024, 
https://worldprivacyforum.org/documents/9/WPF_AI_Governance_Canada_AIA_August2024
_fs.pdf 

 

  

https://www.science.org/doi/10.1126/science.1258096
https://www.science.org/doi/10.1126/science.1258096
https://digital-strategy.ec.europa.eu/en/library/proposal-regulation-laying-down-harmonised-rules-artificial-intelligence
https://digital-strategy.ec.europa.eu/en/library/proposal-regulation-laying-down-harmonised-rules-artificial-intelligence
https://www.icwa.in/showlink.php?lang=1&level=3&ls_id=10387&lid=6621
https://www.icwa.in/showlink.php?lang=1&level=3&ls_id=10387&lid=6621
https://www.icwa.in/showlink.php?lang=1&level=3&ls_id=10387&lid=6621
https://www.icwa.in/showlink.php?lang=1&level=3&ls_id=10387&lid=6621
https://www.icwa.in/showlink.php?lang=1&level=3&ls_id=10387&lid=6621
https://www.iiss.org/globalassets/media-library---content--migration/files/research-papers/2022/08/strategic-settings-for-6g-pathways-for-china-and-the-us.pdf
https://www.iiss.org/globalassets/media-library---content--migration/files/research-papers/2022/08/strategic-settings-for-6g-pathways-for-china-and-the-us.pdf
https://www.iiss.org/globalassets/media-library---content--migration/files/research-papers/2022/08/strategic-settings-for-6g-pathways-for-china-and-the-us.pdf
https://www.oecd.org/en/topics/sub-issues/ai-principles.html
https://legalinstruments.oecd.org/en/instruments/OECD-LEGAL-0449
https://defencejournal.com/2024/06/10/cyber-escalation-and-nuclear-stability/
https://oms-www.files.svdcdn.com/production/downloads/academic/Final%20Promising%20Topics%20for%20US-China%20Dialogues%20on%20AI%20Governance%20and%20Safety.pdf?dm=1737452069
https://oms-www.files.svdcdn.com/production/downloads/academic/Final%20Promising%20Topics%20for%20US-China%20Dialogues%20on%20AI%20Governance%20and%20Safety.pdf?dm=1737452069
https://oms-www.files.svdcdn.com/production/downloads/academic/Final%20Promising%20Topics%20for%20US-China%20Dialogues%20on%20AI%20Governance%20and%20Safety.pdf?dm=1737452069
https://oms-www.files.svdcdn.com/production/downloads/academic/Final%20Promising%20Topics%20for%20US-China%20Dialogues%20on%20AI%20Governance%20and%20Safety.pdf?dm=1737452069
https://oms-www.files.svdcdn.com/production/downloads/academic/Final%20Promising%20Topics%20for%20US-China%20Dialogues%20on%20AI%20Governance%20and%20Safety.pdf?dm=1737452069
https://dkiapcss.edu/nexus_articles/artificial-intelligence-in-contemporary-peacekeeping-operations/
https://dkiapcss.edu/nexus_articles/artificial-intelligence-in-contemporary-peacekeeping-operations/
https://dkiapcss.edu/nexus_articles/artificial-intelligence-in-contemporary-peacekeeping-operations/
https://dkiapcss.edu/nexus_articles/artificial-intelligence-in-contemporary-peacekeeping-operations/
https://unctad.org/system/files/official-document/tir2025_en.pdf
https://unctad.org/system/files/official-document/tir2025_en.pdf
https://unctad.org/system/files/official-document/tir2025_en.pdf
https://www.un.org/digital-emerging-technologies/sites/www.un.org.techenvoy/files/Global_Digital_Compact_Zero_Draft.pdf
https://www.un.org/digital-emerging-technologies/sites/www.un.org.techenvoy/files/Global_Digital_Compact_Zero_Draft.pdf
https://worldprivacyforum.org/documents/9/WPF_AI_Governance_Canada_AIA_August2024_fs.pdf
https://worldprivacyforum.org/documents/9/WPF_AI_Governance_Canada_AIA_August2024_fs.pdf
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Unit 6: Critiques of global settings for TIA affecting peace 

  and stability  

● Concentrates on LO#4 and LO#5 
Assess structural influences at the international level (such as geopolitics, 
relative technological power, economic factors, and workforce mobility) on 
the design and implementation of TIAs for peace and stability 
Analyse the diplomatic potential of TIAs for the diplomacy for peace and 
stability. 

Overview 
 
Analyse how different actors shape technology governance (states, multilateral bodies, corporations, 
civil society). Understand the political economy of TIA frameworks, including who benefits and who is 
excluded. Explore tensions between national sovereignty, global governance, and private-sector 
dominance. Critically assess how rule-setting impacts peace, conflict prevention, and stability. This 
unit focuses on strategic technology governance: the mechanisms and actors that set, enforce, and 
contest the rules governing technology impact assessments.  
 
Discussion Topics 
 

● Who has the power to define technology rules? 
● How do corporations compete with states in setting standards? 
● Does global technology governance favour peace and stability, or entrench geopolitical 

competition? 
● What happens when rules clash (e.g., GDPR vs U.S. data regulation, China vs OECD 

standards)? 
 
Audiovisual Assets 
  
The Innovation Imperative: Technology and the Future of International Cooperation 
 
Essential References 

 
Austin G (2024) ‘Quantum Sensing: Comparing the United States and China’, International Institute for 

Strategic Studies, https://www.iiss.org/globalassets/media-library---content--
migration/files/research-papers/2024/02/iiss_quantum-sensing_022024.pdf 

Dunlap C (2021) ‘If everything is a ‘national security’ priority, nothing will be’, 21 May, 
https://sites.duke.edu/lawfire/2021/05/12/if-everything-is-a-national-security-priority-
nothing-will-be/ 

Austin G, Bappanad K, Henry A, Michael K, Materano L, Reddy B, Walker-Munro B, Withers G (2025) 
‘Technology Impact Assessment for Peace and Stability: A Comparative Study on Australia 
and India’, Social Cyber Institute, pp. 22-37 
https://www.socialcyber.co/_files/ugd/15144d_c5acc66a4a014035a939a1b534f06822.pdf 

Austin G, Bappanad K, Henry A,  Michael K, Materano L, Reddy B, Walker-Munro B, Withers G (2025) 
‘Technology Impact Assessment for Peace and Stability: Diplomatic Opportunities for 
Australia and India’, Social Cyber Institute, pp. 26-28, 
https://www.socialcyber.co/_files/ugd/15144d_837c1d10cc884181965f532d8fd33e64.pdf 
 

  

https://www.youtube.com/watch?app=desktop&v=4dx2H9I1WaQ
file:///C:/Users/grega/OneDrive/Documents/Nov%202024%20Backup/Documents/AAASocialCyber/grant%20apps/India%202024/syllabus/
https://www.iiss.org/globalassets/media-library---content--migration/files/research-papers/2024/02/iiss_quantum-sensing_022024.pdf
https://www.iiss.org/globalassets/media-library---content--migration/files/research-papers/2024/02/iiss_quantum-sensing_022024.pdf
https://sites.duke.edu/lawfire/2021/05/12/if-everything-is-a-national-security-priority-nothing-will-be/
https://sites.duke.edu/lawfire/2021/05/12/if-everything-is-a-national-security-priority-nothing-will-be/
https://sites.duke.edu/lawfire/2021/05/12/if-everything-is-a-national-security-priority-nothing-will-be/
https://sites.duke.edu/lawfire/2021/05/12/if-everything-is-a-national-security-priority-nothing-will-be/
https://www.socialcyber.co/_files/ugd/15144d_c5acc66a4a014035a939a1b534f06822.pdf
https://www.socialcyber.co/_files/ugd/15144d_c5acc66a4a014035a939a1b534f06822.pdf
https://www.socialcyber.co/_files/ugd/15144d_c5acc66a4a014035a939a1b534f06822.pdf
https://www.socialcyber.co/_files/ugd/15144d_c5acc66a4a014035a939a1b534f06822.pdf
https://www.socialcyber.co/_files/ugd/15144d_837c1d10cc884181965f532d8fd33e64.pdf
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Useful Additional References 
 

Drezner DW (2024) ‘How Everything Became National Security’, Foreign Affairs, 12 August, 
https://www.foreignaffairs.com/united-states/how-everything-became-national-security-
drezner 

Herzog S and Kunertova D (2024) ‘NATO and Emerging Technologies—The Alliance's Shifting 
Approach to Technology Assessment and Innovation’, Naval War College Review, 77(2), 
https://digital-commons.usnwc.edu/cgi/viewcontent.cgi?article=8417&context=nwc-review 

Rachman V. H. (2025) ‘Global Geopolitical Dynamics: BRICS' Collective Strategy in Facing Western 
Domination and Its Implications for Indonesia’, Jurnal Ilmiah Multidisiplin Indonesia (JIM-ID), 
4(4), 117-128, 
https://ejournal.seaninstitute.or.id/index.php/esaprom/article/download/6561/5058/17748 

Retzmann N (2025) ‘Narratives of Competition, Competition of Narratives? United States–China 
Relations, Technology, and the Role of Storytelling’, 
https://academic.oup.com/isagsq/article/5/2/ksaf036/8119779 

Schmid J, Ohlandt CJR, Cochran S (2024) ‘Net Technical Assessment: A Methodology for Assessing 
Military Technology Competition’, Santa Monica, CA, RAND Corporation,  
https://www.rand.org/pubs/research_reports/RRA1350-1.html  

Walker-Munro B (2025) ‘Defining National Security: Still a Non-Justiciable Problem?’ Public Law 
Review, Public law review, Vol. 36(1), pp.58-75 

 
  

  

file:///C:/Users/grega/OneDrive/Documents/Nov%202024%20Backup/Documents/AAASocialCyber/grant%20apps/India%202024/syllabus/
file:///C:/Users/grega/OneDrive/Documents/Nov%202024%20Backup/Documents/AAASocialCyber/grant%20apps/India%202024/syllabus/
https://www.foreignaffairs.com/united-states/how-everything-became-national-security-drezner
https://www.foreignaffairs.com/united-states/how-everything-became-national-security-drezner
https://digital-commons.usnwc.edu/cgi/viewcontent.cgi?article=8417&context=nwc-review
https://digital-commons.usnwc.edu/cgi/viewcontent.cgi?article=8417&context=nwc-review
https://ejournal.seaninstitute.or.id/index.php/esaprom/article/download/6561/5058/17748
https://ejournal.seaninstitute.or.id/index.php/esaprom/article/download/6561/5058/17748
https://ejournal.seaninstitute.or.id/index.php/esaprom/article/download/6561/5058/17748
https://academic.oup.com/isagsq/article/5/2/ksaf036/8119779
https://academic.oup.com/isagsq/article/5/2/ksaf036/8119779
https://www.rand.org/pubs/research_reports/RRA1350-1.html
https://www.rand.org/pubs/research_reports/RRA1350-1.html
https://www.rand.org/pubs/research_reports/RRA1350-1.html
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Unit 7: International regulation and standards as tools for peace
  and stability  
 

● Concentrates on LO#5:  
Analyse the diplomatic potential of TIAs for the diplomacy for peace and 
stability. 

 
Overview 

This unit investigates how TIA is a foundation for the work of international technical standards 
bodies—such as 3GPP for telecommunications, ICAO for aviation, and the IAEA for nuclear energy. It 
discusses how this regulation of critical technologies contributes to peace and stability. Case studies 
feature examples where standardisation has facilitated arms control (IAEA safeguards), global 
communications security (3GPP encryption), and aviation trust (ICAO protocols).  

Discussion Topics 

• The challenges of aligning national interests with international technical agreements, 
particularly in areas such as cybersecurity, AI governance, and supply chain integrity 

• The critical importance of transparency, inclusivity, and the participation of both states 
and industry in standards-setting processes 

• The growing influence of geopolitical competition in technical standardisation and its 
impact on TIA for peace and stability.  

Audiovisual Assets 
  
Global Technology Trends: The Nexus Between Technology, Geopolitics and National Security 
 
Essential references 
 
IAEA (2025) International Atomic Energy Agency, ‘Nuclear safety conventions’,  

https://www.iaea.org/topics/nuclear-safety-conventions 
Rühlig T (2021) ‘The Shape of Things to Come: The Race to Control Technical Standardisation’, 

European Chamber, December 2021, 
https://static.europeanchamber.com.cn/upload/documents/documents/The_Shape_of_Thin
gs_to_Come_English_Final%5b966%5d.pdf 

Schmitt P (2024) ‘3GPP Standardization’, 3GPP, 
https://www.3gpp.org/ftp/Information/presentations/Presentations_2024/02_3GPP-
Standardisation.pdf 

 
Additional useful references 
 
Barnes A (2020) ‘How Canada’s intelligence agencies helped keep the country out of the 2003 Iraq 

war, Open Canada’, 18 November, https://opencanada.org/how-canadas-intelligence-
agencies-helped-keep-the-country-out-of-the-2003-iraq-war/ 

Bruer A and Brake D (2021) ‘Mapping the International 5G Standards Landscape and How It Impacts 
U.S. Strategy’, Information Technology and Innovation Foundation, 
https://itif.org/publications/2021/11/08/mapping-international-5g-standards-landscape-
and-how-it-impacts-us-strategy/ 

https://www.youtube.com/watch?v=sswMUim3SbQ
https://www.iaea.org/topics/nuclear-safety-conventions
https://www.iaea.org/topics/nuclear-safety-conventions
https://www.iaea.org/topics/nuclear-safety-conventions
https://static.europeanchamber.com.cn/upload/documents/documents/The_Shape_of_Things_to_Come_English_Final%5b966%5d.pdf
https://static.europeanchamber.com.cn/upload/documents/documents/The_Shape_of_Things_to_Come_English_Final%5b966%5d.pdf
https://www.3gpp.org/ftp/Information/presentations/Presentations_2024/02_3GPP-Standardisation.pdf
https://www.3gpp.org/ftp/Information/presentations/Presentations_2024/02_3GPP-Standardisation.pdf
https://www.3gpp.org/ftp/Information/presentations/Presentations_2024/02_3GPP-Standardisation.pdf
https://opencanada.org/how-canadas-intelligence-agencies-helped-keep-the-country-out-of-the-2003-iraq-war/
https://opencanada.org/how-canadas-intelligence-agencies-helped-keep-the-country-out-of-the-2003-iraq-war/
https://itif.org/publications/2021/11/08/mapping-international-5g-standards-landscape-and-how-it-impacts-us-strategy/
https://itif.org/publications/2021/11/08/mapping-international-5g-standards-landscape-and-how-it-impacts-us-strategy/
https://itif.org/publications/2021/11/08/mapping-international-5g-standards-landscape-and-how-it-impacts-us-strategy/
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Chen Y and Wu S (2024) ‘Regulating unmanned aircraft systems in Antarctica: challenges and 
collaborative solutions’, Front. Mar. Sci., 11, art. 1486894, 
https://doi.org/10.3389/fmars.2024.1486894 

CUTS (n.d.) ‘Ethical 6G – Identifying Elements of Ethical Framework for 6G and Creating Opportunities 
for India and Australia’, https://cuts-ccier.org/ethical-6g-identifying-elements-of-ethical-
framework-for-6g-and-creating-opportunities-for-india-and-australia/ 

Goswami A, Panicker R, Das KPM (2025) ‘Securing the Electronic Hardware Supply Chain: A Cost-
Benefit Analysis Framework’, Takshashila Discussion Document – 2025-07, The Takshashila 
Institution, 
https://static1.squarespace.com/static/618a55c4cb03246776b68559/t/67ecdd9fb5f9ed1e
6f52dcaa/1743576490477/Takshashila+Discussion+Document+-+HSCS.pdf 

ICAO (2018) International Civil Aviation Organisation, ‘Risk Assessment Manual for Civil Aircraft 
Operations over or Near Conflict Zones’ (Doc 10084, 3rd edition),    
https://www.icao.int/sites/default/files/Security/SFP/Documents/Doc.10084.Third-
edition.pdf 

ICAO (2022) International Civil Aviation Organisation, ‘Summary of fuels-related information from the 
ICAO Long-term Aspirational goal (LTAG) Analyses’, https://www.icao.int/environmental-
protection/LTAG/Documents/Summary%20of%20LTAG%20information%20on%20fuels.pdf 

ICAO (2014) International Civil Aviation Organisation, ‘Introduction to Model UAS Regulations and 
Advisory Circulars’, https://www.icao.int/safety/UA/Pages/ICAO-Model-UAS-
Regulations.aspx 

United States (2021) ‘Quad Principles on Technology Design, Development, Governance, and Use’, 
The White House, https://www.whitehouse.gov/briefing-room/statements-
releases/2021/09/24/quad-principles-on-technology-design-development-governance-and-
use/ 

UTM Policy Framework (2021) ‘National Unmanned Aircraft System Traffic Management (UTM) Policy 
Framework’, 24-October-2021, https://digitalsky.dgca.gov.in/assets/files/National-UTM-
Policy-Framework-2021-24-Oct-2021.pdf 

 

  

https://doi.org/10.1002/sdr.4260100206
https://doi.org/10.1002/sdr.4260100206
https://doi.org/10.3389/fmars.2024.1486894
https://cuts-ccier.org/ethical-6g-identifying-elements-of-ethical-framework-for-6g-and-creating-opportunities-for-india-and-australia/
https://cuts-ccier.org/ethical-6g-identifying-elements-of-ethical-framework-for-6g-and-creating-opportunities-for-india-and-australia/
https://static1.squarespace.com/static/618a55c4cb03246776b68559/t/67ecdd9fb5f9ed1e6f52dcaa/1743576490477/Takshashila+Discussion+Document+-+HSCS.pdf
https://static1.squarespace.com/static/618a55c4cb03246776b68559/t/67ecdd9fb5f9ed1e6f52dcaa/1743576490477/Takshashila+Discussion+Document+-+HSCS.pdf
https://static1.squarespace.com/static/618a55c4cb03246776b68559/t/67ecdd9fb5f9ed1e6f52dcaa/1743576490477/Takshashila+Discussion+Document+-+HSCS.pdf
https://static1.squarespace.com/static/618a55c4cb03246776b68559/t/67ecdd9fb5f9ed1e6f52dcaa/1743576490477/Takshashila+Discussion+Document+-+HSCS.pdf
https://www.icao.int/sites/default/files/Security/SFP/Documents/Doc.10084.Third-edition.pdf
https://www.icao.int/sites/default/files/Security/SFP/Documents/Doc.10084.Third-edition.pdf
https://www.icao.int/sites/default/files/Security/SFP/Documents/Doc.10084.Third-edition.pdf
https://www.icao.int/sites/default/files/Security/SFP/Documents/Doc.10084.Third-edition.pdf
https://www.icao.int/sites/default/files/Security/SFP/Documents/Doc.10084.Third-edition.pdf
file:///C:/Users/grega/OneDrive/Documents/Nov%202024%20Backup/Documents/AAASocialCyber/grant%20apps/India%202024/syllabus/
https://www.icao.int/environmental-protection/LTAG/Documents/Summary%20of%20LTAG%20information%20on%20fuels.pdf
https://www.icao.int/environmental-protection/LTAG/Documents/Summary%20of%20LTAG%20information%20on%20fuels.pdf
file:///C:/Users/grega/OneDrive/Documents/Nov%202024%20Backup/Documents/AAASocialCyber/grant%20apps/India%202024/syllabus/
https://www.icao.int/safety/UA/Pages/ICAO-Model-UAS-Regulations.aspx
https://www.icao.int/safety/UA/Pages/ICAO-Model-UAS-Regulations.aspx
https://www.whitehouse.gov/briefing-room/statements-releases/2021/09/24/quad-principles-on-technology-design-development-governance-and-use/
https://www.whitehouse.gov/briefing-room/statements-releases/2021/09/24/quad-principles-on-technology-design-development-governance-and-use/
https://www.whitehouse.gov/briefing-room/statements-releases/2021/09/24/quad-principles-on-technology-design-development-governance-and-use/
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Unit 8: Assessing the assessors: A Capstone Exercise 
● Concentrates on LO#5: 

Analyse the diplomatic potential of TIAs for the diplomacy for peace and 
stability. 

 
Overview 
 
This unit serves as the capstone of the course. It consolidates insights from Units 1–7 and looks ahead 
at where TIA practice is going.  
 
The unit requires participants to design elements of a mapping tool for a selected class of 
technologies, such as AI, to document how well a particular government or diplomatic partnership has 
undertaken TIA to support peace and stability. The performance criteria to be mapped are the nine laid 
out in the research papers of the AICCTP project: 
 

• An appropriate balance in focus between a very broad class of technology and specific 
sub-fields where the impacts are discrete from other sub-fields (such as facial recognition 
tools within the broad class of AI technologies) 

• Depth and granularity of consultation with specialists 
• Breadth and depth of stakeholder consultation, especially community interests 
• Public transparency 
• Recognition of the principal place of the non-technical social, political, legal and 

economic impacts of technology use 
• Comprehensiveness of analysis, including international and alternative views 
• Timeliness 
• High relevance to policy for peace and stability 
• A clear ethical framework. 

TIA can be classified under three levels (basic, intermediate, advanced). “Basic” applies to TIA where 
only a few of the nine criteria are addressed; “intermediate” applies where a reasonable number has 
been addressed; and “advanced” applies where all or almost all have been addressed. Course 
participants should feel free to propose an alternate set of categories to describe depth and breadth of 
TIAs.  
 
Audiovisual Assets 
  
Whose Digital Future? Engaging Citizens In Ai Development And Impact Assessment  
Behind the Scenes of AI Governance: AI Impact Assessments (2024) 

https://www.youtube.com/watch?v=ltaDETvTMDc
https://www.youtube.com/watch?v=ISzuxQVxLO4
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